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I N T R O D U f l I O N  

It is well known that on-line analytical methods offer considerable advantages over 
conventional off-line procedures for fucl conversion processes. Although many on-line 
spectroscopic detection systems for thermal process reactors have been reported [l-lo], they have 
had only very little application to high pressure reactors [S-lo]. Therefore, relatively little is 
known about the precise pathways and intermediate products involved in high pressure reactions. 
The application of real time, on-line chromatographic and/or spectroscopic techniques capable 
of throwing light on these processes is hampered by the high temperatures and pressures inside 
the reactor which complicate direct interfacing to standard analytical instruments. 

As shown in previous work, thermogravimetry (TG) can provide detailed information on 
thermally driven conversion reactions, especially when combined with on-line detection and 
identification techniques such as Fourier transform infrared spectroscopy (FTIR) [l-71 and mass 
spectrometry (MS) [6,7]. However, high pressure TG systems have only recently become 
available for studying the basic pyrolysis and especially hydropyrolysis reactions involved in coal 
liquefaction, thus, the combined chromatographic/spectroscopic interfaces for such high pressure 
systems are only now producing results [ l l ] .  Other high pressure reactors of interest include 
those used to study the thermal processes in liquid fuels or in solvent based coal conversion. 
Thus there have been recent reports of on-line GC/MS monitoring of a high pressure recirculating 
autoclave used to study coal derivcd liquid model compounds [lo]. Other work in our laboratory 
has examined the supercritical pyrolytic degradation of jet fuels with on-line GC/IR/MS [9]. 
Scveral of thcse systems havc involvcd the usc of a patented [12] automated vapor sampling 
(AVS) inlet [13] with short column or so called "transfcr line" gas chromatography (TLGC) with 
MS [9-111 or FTIR [9]. 

This paper presents the cxpcrimcnlal dcscriptions and rcsults from three high pressure 
systems using a variety of components. The first is a high pressure TG/GC/MS system used to 
study coal hydropyrolysis. The other two use quartz tubing reactors to examine the liquid and 
gaseous products from the thermal dccomposition of jet fucls. 

EXPERIMENTAL 

' 

1. System I (thcrmogravimetry): Figurc 1 shows a schematic diagram of a high pressurc 
thcrmogravimetric analysis systcm with on-linc G C N S .  The syslem utilizes a CAHN TG-151 
high pressure thermogravimetry (TG) inslrumcnt which operata at pressures up to lo00 psi with 
tcmpcratures up to lo00 C at heating rates up to 25 C h i n .  Thc MS system is a mass selective 

1141 



detector (MSD, HP 5871A) with a HP 9OOO computer. The T G  to M S  interface consists of a 1 
m long 50 Iim i.d. ftised silica capillary, pressure reduction line for transferring vapor products 
at flows of 10-20 ml/min (at ambient pressure) to an automated vapor sampling (AVS) inlet 
developed at the University of Utah [12,13]. The AVS inlet performed pulsed sampling of the 
vapor product stream into a 2 m long, 150 p m  i.d., 0.12 Fm film thickness fused silica capillary 
(CP SIL-SCB, Chrompak) column directly connected to the MSD. 

A 60 mg sample of coal was loaded into a speciallydesigned quartz crucible [ 111 and was 
placed in the high pressure TG. The TG system was purged with the reagent gases which were 
then set to their run flow ratio of 1010:4 for the reagent gas, furnace flush gas and balance flush 
gas, respectively. The system was operated at  900 psi with H, as the reagent gas and He for both 
flush gases. The total flow rate of the gases into the T G  was adjusted to 1200 ml/min at ambient 
pressure. The pressure reduction line and AVS were heated to 200 C to minimize condensation 
losses, and the TLGC column was heated to 90 C for the analysis reported here. The TG and 
AVS-GCNS systems were operated by two separate computers. Detailed parameters for the 
reactions (including systems I1 and 111) are listed in Table 1. 

2. System I I  (continuous fluid flow reactor): A similar pressure reduction capillary and AVS- 
GC/MS system have been used for a newly developed microscale quartz tube reactor for on-line 
liquid product analysis as  shown in Figure 2. The continuous flow reactor consists of a 300 mm 
long, 2 mm i.d. quartz tube in a furnace with a uniform 150 m m  long heated zone, which can 
bc hcated up to 1100 C at heating rates up to 50 C h i n  with the temperature measured both 
inside and out..ide the quartz chamber. The sample fluid flow can be precisely controlled at 0 to 
5 ml/min at pressures up to 2000 psi using an HPLC pump (Milton Roy Co.). The pressurc 
reduction line is a 1 m long, 25 pm i.d. fused silica capillary with a volume flow of 
approximately 2 pl/min. The filter frits and capillary are attached to the reactor to minimize the 
high pressure dead volume and minimally disturb the reaction process. The AVS-GC system used 
a 2 m long, 150 pm i.d. fused silica capillary column (CP SIL-5CB) which could be temperature 
programmed from 30 to 280 C at heating rates up to 150 C/min. The G C  column was directly 
coupled to a modified Ion Trap Mass Spectrometer (ITMS, Finnigan MAT) with tandem M S  
capabilities and electron ionization (El) as well as chemical ionization (CI) options. 

The samplc solution was continuously pumped from a glass reservoir into the reactor at 
the chosen flow rate by the high pressure liquid pump. For experiments on the effect of 
dissolvcd oxygen during the thermal degradation, pure oxygen (or air) was bubbled via a 10 pm 
porous filtcr in thc samplc reservoir, othcnvisc, pure nitrogen was bubbled to cxcludc oxygen. 
For somc tcsts, a mctal foil was inscrtcd into thc rcaclor from onc end to serve as a catalyst. Thc 
rcaclor was pressurized to 1500 psi by adjusting the flow-splitting needle valvc. The preheater 
was set at  250 C (590 F). Ten minutes aftcr thc reaction temperature was reached, the first AVS 
samplc was taken and thc G C  temperature was programmcd with an initial hold at 30 C for 5 
min and thcn lincarly hcatcd to 250 C in 20 min for cach vapor sample. The results of four or 
morc rcpctitive samples were continuously rccorded by a PC computer. 

3. System 111 (continuous fluid flow rcaclor with product phase separation): Figure 3 shows the 
continuous flow reactor with on-line AVS-GC/MS for gaseous product analysis. Components 
which diffcr from system I1 include: a backpressure regulator (Grove Valve & Regulator Co. 
model 91W) which maintains the prcssure in the reactor while conducting a mixed phase mass 
flow of 0 to 10 mg/min at ambicnt pressure; a gas-liquid separating device for the producls; and 
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a Mettler AE 240 electronic micro balance system interfaced to a PC computer with - 40 g of 
weighing capacity and 0.1 mg accuracy. The AVS inlet was used on a Hewlett Packard 589011 
Gas Chromatography system with a 10 m long, 530 pm i.d. porous layer fused silica capillary 
column (GS-Q, J & W Scientific). The outlet of the column was connected via an open split 
interface and a 0.5 m long x 100 pm i.d. capillary to an MSD OIp 5971A) with a 1993 HP 
Chemstation PC software system, which can scan from m/z 1.2 to monitor H,. 

In order to focus our analytical attention on the smaller hydrocarbon products, eg. C, 
through C,, the reactor system was modified from that of Fig. 2 to that shown in Fig. 3. The 
experimental procedure was similar to system I1 except that the reactor’s pressure was controlled 
by adjusting the controlling gas pressure to the hackpressure regulator valve, and the continuous 
recording of liquid product weight. A one hour run was used for weight analysis while ten 
repetitive samples were taken for MS. The use of the MSD with its updated software enabled 
scanning a mass range to include hydrogen although its detection is not reported here. 

RESULTS AND DISCUSSION 

System I: Fig. 4 shows high pressure TG/GC/MS data from the hydropyrolysis of a Blind 
Canyon, Utah coal in H, at 900 psi. Fig 4(a) shows the thermogravimetry (TG) and first 
derivative of the TG (DTG) curves for the temperature range of 400 to 600 C at 10 C/min with 
a 5 min hold at the final temperature. The major weight loss process centered at 450-460 C to 
the main coal  pyrolysis step in helium (He). The second DTG peak near 570 C was not obtained 
in runs in He (see related work in ref. 11). Fig. 4(h) shows a corresponding ion chromatogram 
for a phenolic fragment ion (m/z 107) which indicates that alkylphenols are even greater 
abundance in the higher temperature process than in the main pyrolysis. The same selected ion 
is shown with an expanded time scale in Fig 4(c) to demonstrate the amount of isomer and 
homolog separation available on the short GC wlumn; the ocresol peak is partially resolved 
from the m- and p-isomers, and the dimethylphenols are largely separated from the ethylphenols. 

System 11: Thc total ion chromatograms (TICS) of a JP-7 jet fuel sample subjected at 1500 psi 
to different temperatures with a mean residence time of 2.0 min are presented in Fig. 5 for the 
20 min tcmperature program runs. Since the unreacted jet fuel is composed of saturated straight 
chain and cyclic hydrocarbons, with from nine to sixteen carbons and t r a m  of aromatics, i &  
supercritical point is estimated to be at a temperature of 400 C (750 F) and a pressure of 250 psi. 
Undcr supercritical conditions thc thcrmal decomposition products arc dominated by short chain 
wmponcnts. Thc r c suh  in Fig. 5 show that hclow thc supercritical condition (77,F), no 
decomposition products wcrc detected, while at highcr tcmpcratures (800 and 900 F), significant 
lcvels of C, - C, products werc obtained and the quantity increased with the reaction temperature. 
To determinc the influence of oxygen and catalysts during the thermal decomposition, oxygen, 
metal foil (-100 mm’) and organic mctal wcrc added in separate cxpcriments. Fig. 6 shows the 
various cffccts of oxygen, mctal Cu and 1 ppm of Cu(l1) 2,4-pentanedionate on the 
decomposition of JP-8 (all at thc single tcmperature of 900 F). As seen in Fig. 6 the addition 
of oxygen and catalysb significantly increased the decomposition products (C, - C,). Although 
in all of these preliminary experiments the objective was to demonstrate steady state reaction 
conditions, it can bc seen that the complete fucl could be monitored for compositional changes 
from C, to C,, with cyclc times of 25 min or less. 

I 
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System Ill: Fig. 7 shows the weights of the total liquid materials (sample plus liquid products) 
versus reaction time for JP-7 jet fuel decompositions (a) at different reaction temperatures and 
(b) its gas conversion with and without addition of methycyclohexane vs reaction temperature. 
Because methycyclohexanc is a hydrogen donor, its addition to the JP-7 jet fuel produced the 
highest gas conversion. Fig. 8(a) illustrates the relative amount of the low molecular weight 
products such as methane, ethylene, ethane, propylene, and propane under the supercritical 
conditions. Fig 8@) shows analysis of standard mixtures consisting of 25% methane, 25% 
ethylene, 25% propylene and 25% butylene. 

CONCLUSIONS 

Fast, repetitive "transfer line" GC/MS (TLGCMS) analysis of products from high pressure 
reactors by means of a heated capillary pressure reduction line is feasible provided compounds 
of interest are sufficiently volatile and stable. TLGCMS analysis can be performed regardless 
of whethcr reactor contents arc in the vapor, liquid or supercritical fluid phase or their mixtures. 
However, careful removal of particulate matter from the product stream is required to prevent 
plugging of the pressure reduction line. 

Use of quartz tubing rcactors reduced the possibility of catalytic effects from the walls 
of the reaction vessel and made it casicr to visually observe the reaction processes and residue 
formation in the reaction chamber compared to other systems (such as stainless steel tubing 
rcactors or autoclaves). The high pressure TG/AVS-GCMS system reliably handled solid samples 
in reactive atmospheres with simultaneous sample weight and evolved gas product GC/MS 
monitoring. The newly developed, on-line quartz-reactor A V S - G W S  systems for high pressure 
rcactions continuously handled gaseous, liquid, and supercritical liquid samples reliably. The 
system II sampling interface was efficient for high molecular weight (liquid and supercritical 
liquid) product analysis. The system I11 interface was sufficient for low molecular weight (gases) 
product analysis and was demonstrated here with continuous monitoring of the sample weight 
conversion. Therefore, the newly developed systems represent a significant improvement over 
conventional off-line methods and should facilitate elucidation of the mechanisms and kinetics 
of fuel conversion processes. 
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TABLE 1: EXPERIMENTAL CONDITIO 

Conditions 

1. Sample 

2. Reactor 

3. Pressure 
reduction line 

4. Vapor 
sampling inlet 

System I 

Blind Canyon coal in 
hydrogen 

high pressure 
thermobalance CAHN 
model TG-151 
temp: ambient to 
lo00 c 

900 psi +ambient 
1 m x 0.050 mm 
fused silica cao. 

120 c ;  
pulse: 500 ms at 7i  
scc intervals 

System I1 

JP-7 & JP-8 jet fuel 

~ ~ 

quartz tube flow 
through reactor with 
catalytic inserts; 
temp: ambient to 
1100 C; rcsidence 
time:l sec to 5 min 

1500 psi -ambient 
1 m x 0.025 mm 
fused silica cap. 

250 c; 
pulse: 800 ms at 25 
min intervals 

5. Transfcr line 
G C  column 

6. Detcetor 

7. Mass range 

2 m x 0.150 mm 
Me-silicone 0.12 p-n 
90 C isothermal 

quadrupolc mass 
spcctromctcr- modcl 
HP 5971 (Hcwlctt- 
Packard) with a HP 
9000 computcr 

m/z 10 - 300 

2 m x 0.150 mm 
Me-silicone 0.12 pm 
30-200 @ 15 C h i n  

Miniaturized Ion 
Trap Mass 
Spectrometer 
(Finnigan-MAT) 
with a PC comouter 

m/z 10 - 500 

; 

System 111 

JP-7 jet fuel 

quartz tube flow 
through reactor with 
catalytic inserts; 
(with a micro- 
balance) 

IO00 psi +ambient 
backpressure 
regulator 

40 C; 
pulse: 400 ms at 2 
min intervals 

10 m x 0.530 mm 
Porous large cap. 
40 C isothermal 

quadrupole mass 
spectrometer- modcl 
HP 5971 (Hewletl- 
Packard) with a PC 
computer 

m/z 1.2 - 80 
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Figurc 1. High 

Figurc 

high pressure 
mlcrobalanse 

pk 
PC2 (GCIMS) 

reducllon line 

vent He 

pressure TG/GC/MS systcm (system I)  

2. On-linc GC/MS monitoring of high prwurc  fluid, flow-through reactor (system 
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T m o  

Figure 5. Effcct of rcaction tcmpcraturc o n  
the thermal dccomposition of JP-7 jet fuel 
under supercritical conditions (1500 psi) in 
a 2 rnm i.d. quartz tuhc flow-through rcactor, 
systcm I 1  (rcsidence time 2.0 min ). 

J P 8 + 0 2 + C u  - 

Th* Imh) 

Figurc 6. Effcct of catalyst. on the thermal 
decomposition of JP-8 jet fuel in system II  
under supercritical conditions (1500 psi, 900 
F, 2.0 min residence time). 

T ~ F i  

Figurc 7. Efl‘cct of rcaction tcmpcraturc on 
(a) the weight change of liquid sample plus 
liquid product and on (h) the gas conversion 
of supercritical thermal dccomposition of JP- 
7 jet fucl (1000 psi, c 1.5 min rcsidence 
timc). 

a) JP7 + Methylcycrohexena I ‘02 

b) Methane+ ethylene+ 
propylene + butene 

Ti% fnm) -a 
Figure 8. G C N S  profiles of (a) gaseous 
products of supercrit ical  thermal 
decomposition of JP-7 jet fuel ( loo0 psi, 
1000F, c 1.5 min residence time) and (b) 
standard compounds (25% for each of 
methane, ethylene, propylcne and butene). 
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ABSTRACT 

With increasingly stringent environmental legislation, there is a growing need for low Cost 
inshxmentation for combustion control and emissions monitoring. While low cost is necessary, 
advanced instrumentation also must be simple to operate and calibrate, require minimum 
maintenance, and give stable, reliable data. Combustion of fossil fuels leads to formation of CO, 
NOx, S02,  and other pollutants depending on the fuel and the combustion conditions. We will 
describe catalytic heat flux sensor technology and instrumentation based on these sensors for the 
quantitative measurement of CO, NOx, and S02.  Various strategies for control of emissions and 
for maximum fuel efficiency based on these measurements will be discussed. 

INTRODUCTION 

The 1990 Amendments Act of the Clean Air Act require tighter control of the emissions released 
during the combustion of fossil fuels. The new legislation is now targeting small industrial and 
commercial size combustion processes such as heaters, boilers. and stationaly IC engines. 
Continuous Emissions Monitoring (CEM) systems capable of monitoring the major fossil fuel 
combustion emissions, NOx, S02, and CO, have been used for over ten years on utility size 
boilers and large gas turbines. However, the prohibitively high cost of these systems, as much as 
$150,000, is too high of an expense burden for smaller combustion processes. Sonoxco has 
developed a line of sensors to measure the stack gas levels of NOx, S02,  and CO on coal-, oil-, 
and gas-fired processes. The sensors are low cost and easily configurable into monitoring and 
control instrumentation to provide continuous measurement and control of these gases. 

SENSING METHODOLOGY 

The Sonoxco CO, NOx, and SO2 sensors are catalytic heat flux devices. Each sensor is 
comprised of two temperature sensitive elements, one active and the second a reference. The 
active element is coated with a highly selective catalyst that promotes an exothermic reaction of 
the component to be measured. The temperature difference between the active and reference 
elements is directly proportional to the gas concentration. As an example, the CO sensor 
operates by catalyzing the reaction of CO with oxygen as follows: 

co + 'h 0 2  + c 0 2  AHmK = -67.6 kcal/mol (1) 
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Resistance temperature detectors (RTD) are used for the temperature measuring elements for the 
three sensors. Because the RTD resistance is proportional to temperature, the corresponding 
difference in resistance between the active and reference elements is linear with gas 
concentration. A bridge circuit can be used to produce a 0-5 Vdc signal that is directly 
proportional to the gas concentration as shown in Figures 1 and 2 for the CO and NOx sensors. 
The SO2 Sensor signal is also very linear with changes in SO2 concentration [ 11. The designs of 
the NOx, CO, and SO2 sensors are identical with the exception of the proprietary active catalyst 
coatings. The Sonoxco sensor configuration is shown in Figure 3. 

Catalytic heat flux type sensors have been used commercially for decades primarily for LEL 
(Lower Explosion Limit) applications. What distinguishes our sensors from the other heat flux 
sensors and from sensors using different sensing methodologies such as electrochemical are; I )  
high sensitivity, the CO and NOx sensors have sensitivities on the order of 5 ppm, the SO2 
sensor about 20 ppm. 2) high selectivity towards the measuring gas, and 3) long sensor life even 
in harsh applications such as coal-fired processes. 

CO SENSOR FOR MAXIMUM FUEL EFFICIENCY 

Combustion efficiencies vary with air/fuel ratio. At low excess air levels incomplete combustion 
lowers efficiency while at high air/fuel ratios, energy is wasted by heating the unused air. In 
theory optimum combustion control efficiency can be achieved by monitoring either oxygen or 
CO and controlling the aidfuel ratio. In practice using both CO and oxygen provides better 
control of the combustion process efficiency than using either component alone [2]. An example 
of such a system utilizing both CO and oxygen measurements for control is the Bailey Controls 
ICCS (Industrial Combustion Control System). The ICCS unit uses a ZrO2 solid electrolyte 
oxygen sensor and the Sonoxco CO sensor. The ICCS system is closed-coupled mounted to the 
stack eliminating costly heat traced sample lines. In addition, both the oxygen and CO sensors 
operate a temperatures above the dew point of the process gas and as a consequence water is not 
removed from the sample gas prior to measurement. This greatly simplifies the design of the 
sampling system bringing significant savings in the overall cost of the system. The ICCS system 
sells for $4200, a cost that can be paid for from the fuel savings in a few years even on small 
industrial combustion processes. 

SENSOR ARRAY FOR COMBUSTION AND NOx CONTROL 

The overall simplicity and compatibility of the Sonoxco CO, NOx, and SO2 sensors make the 
sensors particularly suited for sensor array networks. By combining the signal information from 
each of the array sensors the effect of sample condition variability, such as changes in sample 
flow and temperature, may be distinguished from real changes in gas concentration. The anay 
can also be used to correct for cross-interferences from the other gas components on each 
individual sensor. 

Sonoxco is currently working on a program funded by the Gas Research Institute to develop a 
sensor array for natural gas combustion control systems. The array is comprised of the Sonoxco 
CO and NOx sensor, and a Zr02 solid electrolyte sensor provided by another OEM sensor 
manufacturer. Presently the sensor array algorithms are being evaluated using a test apparatus 

' 
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I that simulates the conditions of a real gas-fired process. Later in the program, control strategies 
will be developed to use the sensor array to control combustion efficiency and NOx emissions 
from gas-fired processes. The control system is intended to be a low cost system applicable to 
small industrial and commercial size combustion processes. A preliminary design of the system 
utilizes a closed-coupled mounting of the sensor array to the stack with the unconditioned 
sample gas drawn directly over the sensors via an air-driven aspirator or sample vacuum pump. 
Conditioned sensor signals are then transmitted serially to the controller housed in a separate 
enclosure. The inherent simplicity of the system combined with such features as auto calibration 
should provide a system requiring minimum maintenance and operator intervention. 

The control system can use the NOx measurement in a closed-loop with an EGR (Exhaust Gas 
Recirculation) valve to control NOx levels, or alternatively to meter the quantity of steam 
injected in watedstearn injection systems used to lower flame temperatures to reduce NOx 
emissions. The system can also be used on large combustion processes as feed forward or feed 
back control to NOx reduction systems such as SCR (Selective Catalytic Reduction). 
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Figure 1. Signal linearity of the Sonoxco CO sensor. 
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Figure 2. Signal linearity of the Sonoxco NOx sensor 
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Figure 3. Sonoxco CO, NOx, and SO2 sensor configuration. 
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ABSIXACT 

This paper describes the test of a prototype FT-IR CEM system at a full scale power plant. Initial tests were 
done in an extractive mode over a one week period and measured SO, levels were compared to levels measured 
by an existing CEM system. The system was able to report concentrations of six different gas species 
simultaneously, and IR spectra were periodically saved for future analysis and measurement of other gas species 
concentrations. Subsequent tests will involve a comparison of simultaneous in-situ and extractive measuremen& 
with FT-IR based CEM systems and a long duration (one-month) evaluation of the extractive system. 

INTRODUCTION 

The use of an FT-IR based continuous emission monitoring (CEM) instrument for a fossil-fuel fired power plant 
offers several advantages: 1) it can be used in either an in-situ (emission/transmission) or extractive 
(transmission) mode; 2) IT-IR transmission spectroscopy can measure concentrations for multiple gas species 
which significantly reduces the cost and complexity of the measurement system; 3) FT-IR emission/transmission 
spectroscopy allows the determination of concentration and temperature information on gases and number density, 
size, temperature and composition information on particles; 4) FT-IR transmission spectroscopy can provide 
concentration measurements on species which are difficult to provide by other on-line techniques (e.g. NH,, 
H$OJ Although FT-IR is an established multicomponent sensor technology, the use of FT-IR for CEM systems 
is still under development 111. FT-IR has been used for both in situ and extractive monitoring of coal 
combustion, pulp and paper mills, and hazardous waste incinerators [2,3,4,5]. This paper describes extractive 
FT-IR measurements were performed at Cogentrix of Richmond, Richmond, VA. 

RESULTS AND DISCUSSION 

Descriotion of Test Site - The first field test was conducted from May 24-27, 1993 at the Cogentrix Coal-Fired 
cogeneration plant in Richmond VA. The plant consists of eight speader stoker-fired boilers rated at 300k 
Ibm/hr. Two boilers are joined to one turbine with a maximum expected generator output of 55 MW each. The 
plant also supplies process steam for a nearby chemical production facility. The Cogentrix power plant uses a 
urea injection system to control NO,, and reduce SO,, and also uses lime spray drying and additional capture in 
the baghouse resulting in 90% reduction in SO, emissions. 

Samples were extracted from the process after urea injection, but prior to particlulate collection or SO, removal, 
with the STI Dilution Probe (GrasebylSTI, Waldron, AR). The majority of samples were obtained with a dry 
basis probe (a heat exchanger is used to condense water prior to sample dilution), although some samples were 
obtained with a wet basis probe (no heat exchanger), and sampling was performed with and without a glass fiber 
filter. The process gas was diluted =20:1 with instrument air (C02-free, dry air) before being transferred to 
a 5.6 m effective path-length gas cell through a 100' long, 114'' PTFE transfer line. Rgure 1 is a schematic of 
the sampling probe and monitoring system. The FT-IR spectrometer was a Bomem MBlOO equipped with a 
liquid N, cooled, MCT detector. All spectra were obtained with 1 cm" spectral resolution, and the cell 
temperature and pressure were maintained at 30" C and 1 atm respectively. Pure component spectra were 
measured in the laboratory for CO, (from 424.1 to 5OooO ppm), CO (from 0.56 to loo00 ppm), NO (0.85 ppm), 
and SO, (0.85 ppm) under similar conditions. Theoretical, high resolution (< 0.0625 cm-') spectra were 
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generated from the HITRAN Optical Spectroscopy Database using USF HITRAN-PC (University of South 
Florida Research Foundation, Tampa, FL) for CO, (from 12.5 ppm to 1250 ppm), H,O (from 100 to 
ppm), NH, (from 0.125 to 12.5 ppm), HCI (from 0.25 to 25 ppm), NO (from 1 to 100 ppm), and S q  (from 
i IO 100 ppm). The high resolution spectra were deresolved to 1 cm'l using a triangle apodization function to 
approximate the instrument line shape for the Bomem MBlOO spectrometer. 

Gas Analvsis - Prior to analyzing gases extracted through the dilution probe, a calibration gas (a mixture of 251 
ppm NO, 635 ppm SO,, 205 ppm CO, and 5% CO, in N 3  was measured directly and also measured after being 
diluted 20: 1 with N,, to verify the optical pathlength and gas flow meters, respectively. The optical pathlength 
was measured as 5.6 f 0.1 m. The same calibration standard was used to measure the dilution ratio for the STI 
probe. The ratio was determined to be -2O:l. For continuous measurements, single beam spectra were 
recorded at = 1 min intervals (25 full scans at 1 cm'l), absorbance spectra were calculated based on a previously 
recorded reference spectrum, gas concentrations were determined using a modified principal component 
regression, and concentration vs. time was reported for six gas species. 

The FT-IR based continuous monitor measured process gas concentrations for approximately three hours from 
18:OO hours to 2193 hours on May 25, 1993. Figures 2 and 3 compare C Q  and SO, levels, respectively, as 
measured by the FT-IR system to those measured by the existing CEM. The FT-IR-based C q  levels were 
calculated using a laboratory measured CO, spectrum as the reference and a previously determined calibration 
curve. The existing process monitor does not measure CO, directly, but the CO, concentration can be inferred 
from the process stoichiometry and the measured 0, concentration. The FT-IR-based SO2 levels were calculated 
using a HITRAN-PC generated reference, while the existing CEM uses a fluorescence measurement. The 
reported values for the existing CEM system are 15 min averages for the period in question, while the FT-IR 
data represent 1 min averages. Calibrations based upon laboratory pure-component spectra and upon theoretically 
generated pure component spectra worked equally well for calculating process concentrations. The periodic 
spikes in the concentration measurements correspond to blow-back periods, periods when instrument air is forced 
back through the probe and through the heat exchanger to remove particulates and condensed H,O. The timing 
of blow-backs could be varied from 15 min to I hour or could be controlled manually. In future tests, the timing 
will be controlled by the FT-IR system computer. 

Trace Gases -The FT-IR system was also able to detect CO and NO at levels of 72 and 150 ppm, respectively. 
The 20:l dilution in the probe resulted in single digit ppm concentrations in the gas cell for these species. The 
current continuous analysis software was not able to accurrately quantify these gases due to baseline anomolies 
and interference by remaining water (even with the heat exchanger, residual water levels approached loo0 ppm 
in the cell, partly from incomplete drying of the instrument air used for dilution). This problem is being 
addressed in software which is under development. 

Because of the urea injection, ammonia is expected to be present in the effluent in addition to the standard 
combustion gases expected from coal. Sulfur dioxide and ammonia react in hot combustion gases to form 
particulates. This precipitation is both temperature and moisture sensitive, and can cause difficulties when trying 
to measure SO, and NH, in an extracted gas stream [ 11. The concentration of NH, was first measured from a 
calibration standard (25.4 ppm NH, in NJ that was injected through the dilution probe. All of the gas lines 
leading to the probe were pressurized with the calibration gas for 8 hours prior to the experiment to condition 
the lines. Without prior conditioning, NH, continues to permeate the teflon tubing and accurate NH, 
concentrations are not obtained. When the calibration gas was injected through the filter, no detectable NH, 
(<0.1 ppm) made it through the probe into the gas cell after 20 min. It is possible that residual water in the 
glass filter and heat exchanger was absorbing the NH,. If the calibration gas was allowed to bypass the glass 
fiber filter and the heat exchanger, the NH, concentration in the gas cell increased to > I ppm (vs. 1.27 ppm 
expected). 

Figure 4 presents the NH, concentration vs. time over a one hour time period. After 1 min of time elapsed, 25.4 
ppm NH, was injected into the dilution probe (with the filter removed, and heat exchanger bypassed). The 
continuous FT-IR monitor measured an increase in NH, concentration to 10 ppm where it leveled off. At 16 
minutes, instrument air was forced through the probe, and the extraction was switched from cal gas to process 
gas. After an initial increase in NH, concentration that corresponded to the blow-back, the NH, concentration 
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dropped to zero. After 15 min, the process was switched back to the NH, calibration standard, but the NH, 
levels in the cell did not recover during the duration of the analysis. A second series of experiments was 
performed with a 47 ppm NH, standard with similar results. Preliminary measurements with thecal gas reported 
increasing levels of NH,. Upon switching to the process gas, the level of NH, dropped to zero and = 1 hour 
of cal gas flow was required before NH, levels returned to normal. During process gas sampling, a powdery 
substance quickly coats the inside of the sample probe and, if the filter is removed, the lines leading to the 
eductor assembly. This substance is probably a combination of ammonium sulfates, sulfites, and ash. It is 
possible that the moist particulates which line the tubing after sampling process gas continue to absorb NH, from 
the calibration standards until saturated. This absorption would account for the extremely long lag times required 
for NH, from the Calibration standard to reach the FT-IR system after sampling process gas. 

Similar experiments were performed with HCI calibration standards. Although HCI was easily detected during 
dilution experiments performed directly into the gas cell, when the HCI calibration standard (=50 ppm HCI in 
NJ was injected through the wet-basis probe (no heat exchanger) with filter, the HCI concentration increased to 
= 1 ppm in the gas cell after prolonged flow (> 20 min). It is possible that moisture trapped in the filter from 
the ambient air was absorbing some of the HCI. Upon switching to process gas, no HCI was detected in the cell 
(< 0.2 ppm) and upon switching back to the calibration gas, no HCI was detected after 60 min. Again, it is 
possible that moisture and particulates from the process stream are collecting in the filter and tubing and 
absorbing/reacting with the HCI. Removal of the glass fiber filter did not increase the level of HCI measured 
in the process. 

FUTURE PLANS 

The objective of this work is to develop in situ and extractive FT-IR monitors for emission monitoring and 
process control. Future field work will address some of the problems discovered during extractive measurements 
of NH, and HCI, and will include in situ monitoring as well. 
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MIJLTIELEMENnCP SPECTROMETER DESIGNED FOR APPLICATIONTO HIGH 
TEMPERATURE AND PRESSURE FOSSIL FUEL PROCESS STREAMS 
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ABSTRACT: METC is continuing to improve its real-time, multielement ICP spectrometer 
system for application to high temperature and high pressure fossil fuel process streams. 
The ICP torch operates on a mixture of argon and helium with a conventional annular 
swirl flow plasma gas, no auxiliary gas, and a conventional sample stream injection 
through the base of the plasma flame. A new, demountable torch design comprised of 
three ceramic sections allows bolts passing the length of the torch to compress a double 
O-ring seal. This improves the reliability of the torch. A battery of monochromators, 
controlled by a microcomputer, is the detection system. In lieu of conventional data 
reduction techniques, a neural net analysis of emission spectra is being developed to 
analyze the data. 

Rising concerns about the potential release of harmful elements into the environment 
from coal utilization have driven the development of new analytical capabilities. Especially 
useful to the suite of advanced technologies under development by the Morgantown 
Energy Technology Center, (METC), would be a process monitor to perform red-time, 
multi-element trace analysis in a high temperature and high pressure environment. The 
inductively coupled plasma (ICP) spectrometer has the potential to perform this kind of 
process monitoring. 

The role of the inductively coupled plasma, (ICP) as a process stream monitor for 
trace elements is only beginning to be realized, although it has been widely used for a 
number of years as a spectrometric emission source in elemental analysis laboratories. 
Some details of METC’s efforts in this direction have been reported previously [l]. The 
raison d’etre of METC’s ICP work is to address process monitoring under conditions 
relevant to METC’s advanced fossil fuel technologies. 
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The shortcomings of conventional ICP systems plumbed directly to high 
temperature and pressure process systems have been previously discussed [l]. 
In brief, these systems cannot sustain a plasma in a gas stream containing a large 
proportion of molecular gases, they cannot be connected to hot, pressukzed sample 
lines, and the plasma emission spectrum contains strong interfering molecular bands. 
Our previously reported torch design solved these problems, but suffered from a 
tendency for the plasma to erode some of the O-rings after several hours of operation. 
These O-ring seals eroded because they tended to develop leaks. They developed leaks 
because they were not compressed, and were sealed only by forcing the quartz auxiliary 
tube into the torch, without additional compression. Also, the brass base of the old torch 
design spanned several centimeters between the electrically hot side of the radio 
frequency (RF) coil and the chassis ground. This tended to aggravate the tendency of 
the plasma to discharge back into the torch towards ground. We have developed a new 
torch which is sectioned into several pieces. By running bolts through the length of the 
torch, all the O-ring seals in it can be compressed by tightening the bolts. The new torch 
willbe made of a insulating ceramic capable of direct connection to a hot sample line, but 
which also minimizes the tendency of the discharge to follow plasma gas leaks towards 
ground. Also, the design protects some of the O-rings by providing water cooling 
between the O-rings and the hotter parts of the torch. 

The detection system has previously been described [l]. In a typical experiment, 
integrated line intensities from the emission spectrum of an element of interest are 
recorded from solutions of known concentration nebulized into the sample gas stream, 
and a calibration curve is drawn to relate element concentration to integrated intensity. 
Although this established approach works well for simple systems, the ICP optical 
emission from a fossil fuel sample stream is very complex, is influenced by the presence 
of easily ionized elements, and has a variable and noisy background. 
Given the limitations of present curve fittingalgorithms and other methods of ICP analysis 
it was desired that a "better" way to determine elemental concentration was needed; a 
method that could account for the interferences and complications present in these 
spectra. 

It was decided that an ArtificiaJNeural Network (ANN) might be a very powerful tool 
in analyzing this data. ANNs have become very popular in recent years in applications 
of pattern recognition, speech recognition and other areas due to their adaptability to 
different types of data. ANNs were inspired by and function similarly to biological neural 
networks. 

Figure 1 shows a typical Back Propagation neural network architecture. This 
particular architecture is the one used for the METC ICP application i.e. two layers and 
one output. Data values ranging from 0 to 1 enter the network at the input layer one 
point per node. Each of these values is then multiplied by the hidden weights and 
summed at the hidden layer nodes. These values are then multiplied by the output 
weights and are summed at the output node(s). 
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Training the network entails first gathering training data representative of a pattern 
ofknown, experimental inputs and outputs, i.e.known concentrations and integrated line 
intensities. The data could include the intensities of several emission lines from one 
element, the intensities of lines of easily ionized elements, lines from elements that overlap 
the emission lines of elements of interest, background spectral regions, molecular 
emission band intensities, and even ancillary data on experimental conditions, such as 
flow rates, RF power level, etc. Given the training data input, the network adapts and 
adjusts until its calculated output becomes very close to the output values of the training 
data. Once trained, unknown input data may be entered and the network willgenerate 
an answer based on the data for which it was trained. Back propagation neural networks 
function well in pattern recognition and classification, but are often very slow to train if 
large, i.e. ifthey contain a large number of inputs andlor hidden neurons. 

The back propagation neural network used for the METC ICP is a commonly used, 
general network architecture. The uniqueness of its application to the ICP system derives 
from knowledge of which peaks to use to give a good representation of the 
concentrations of the elements. Background noise and interactions between elements 
play a large part in determining which peaks to use since the number of inputs (data 
points) needs to be minimal, for reasonable computational times, but must be large 
enough to give the network information sufficient to make reliable predictions. 

Initialexperiments with the neural net were performed by generating data with a 
mercury pen lamp or an iron hollow cathode lamp. Using neutral density filters, training 
data of intensity versus filterattenuation was generated. Several emission lines and a 
background region were included in the data set. It was found that the neural net works 
well over a decade of data, but did not work well over a larger range. Some experiments 
with data from the actual ICP system were also performed, with promising results. Efforts 
to further develop the neural net continue. 

The new torch design was constructed in teflon and operated on argon and argon 
and helium mixtures. Improved reliability was found under a variety of operating 
conditions. The new design also provides for adjustments of the alignment of the plasma, 
auxilmy, and sample gas tubes. Planned work includes constmcting a ceramic version 
and operating with hot sample gas input. 
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Figure 1. Input, Hidden, and Output Layers 
of an Artificial Neural Network. 
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INTRODUCTION 

The heat effects of coal pyrolysis can be defined in terms of the sensible heats of the reacting 
substance and the heats of reaction. The heat capacities of coals and chars, necessary to evaluate 
the sensible heat contributions, have been measured by a variety of experimental techniques and 
the early published data have been reviewed (1, 2). However, the heat effects of pyrolysis have been 
the subject of considerable debate. Some investigators (3, 4) found that the pyrolysis was 
endothermic, while others (5-8) found it to be of an exothermic process. Temperature dependence (9) 
and rank dependence (10) of pyrolysis energetics add more complexities to the heat effects of 
pyrolysis processes. 

Thermophysical properties such as the pyroheat, pyroheat capacity, and heat of pyrolysis of coal are 
important energetic data in design computations relating to various coal utilization processes. The 
most important use of thermophysical properties is in heat balance calculations. In general, the 
temperature of sufficiently small particles (say, 200 pm) during pyrolysis is assumed to be similar to 
that of the surrounding environment due to rapid heat transfer. Therefore, heat transfer does not 
influence the weight loss. And in most of the models used to predict the heat transfer effects, the 
net heat of pyrolysis is ignored. Freihaut and co-workers (11) incorporated heats of reaction in their 
model and predicted transport limitations for particle diameters below 100 pm. The endothermic 
heat effects during rapid pjrolysis have been identified (12, 13) qualitatively. 

The objectives of this study were to measure the thermophysical properties of coal under conditions 
of rapid heating. 

EXPERIMENTAL 

Apparatus. A schematic diagram of the system used in this work is presented in Figure 1. Details 
of the apparatus and procedure are given elsewhere (14). The main components of the calorimeter 
are the grid reactor, electrical system, and microcomputer. The microcomputer is coupled with the 
reactor through a voltage regulator and a multiplexed analogldigital (AD) converter for process 
control and data acquisition. 

Electrical Heating. The reactor is an SS (Type 315) grid which is electrically heated by a constant 
voltage power supply. Heating rates were controlled by an adjustable voltage regulator powered by 
an acid-lead battery. The low internal resistance batteries and regulator ensure constant voltage at 
high current. The SS mesh grid and a brass bar, used as a reference resistance, make up the 
heating circuit (Figure 2). The low resistance (5.17 mO) and large mass (50 g) of the reference 
resistor minimize the changes in  resistance from the variation in temperature due to resistive 
heating. Therefore, the reference resistance can be assumed to be constant during the experiment. 
The temperature of the reactor is monitored by a thermocouple spot-welded to the grid. For a given 
constant voltage the grid temperature reaches a steady state a t  which the resistive heat input 
balances losses by heat transfer. After being held at  the final steady state temperature for the 
desired time, the sample is cooled by turning the power off. While the cooling period may last for a 
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few seconds, after the first 100 ms or so, the temperature becomes too low for pyrolysis reactions to 
continue (Figure 3). 

Temperature Measurement. The pyrolysis temperature, defined as the temperature a t  the middle 
of the grid, is determined from a thin (50 pm) chromel-alumel thermocouple. The uncertainty in the 
actual temperature of the sample is reduced by use of a sample holder which contains a thermo- 
couple as an integral part. A spot-weld fixes the junction just outside the folded grid near its center. 
Interaction between the heater and thermoelectric circuits at the mesh can cause gross distortions of 
the temperature signal and must be avoided. In this experiment, the thermoelectric circuits are 
isolated from the heating circuit by a differential input instrumentation amplifier. 

Process Control and Data Acquisition. The system consists of an Apple 11+ microcomputer and 
an &bit multiplexed A D  converter. The computer communicates with the system in two modes. 
First, the computer initiates and terminates the heating. Secondly, the computer monitors the 
change in the total voltage, the voltage across the reference resistor, and the thermocouple emf. 

Calibration. A number of substances (Sn, Zn, AI; Aldrich Chemical Co., 5N) undergoing phase 
transitions at  temperatures up to 933 K were tested (Table D. Temperature calibration was carried 
out using melting temperatures of these materials. At the same time, calorimetric calibration was 
carried out by using the enthalpies of fusion of these substances at  their melting temperatures. The 
interval of the discontinuity corresponds to the enthalpy change Figure 4). According to the 
calibration, the system overestimated the enthalpy change up to 19%, with 10% precision. The most 
probable reason for this overestimation is the underestimation of the heat loss of the grid. If the 
small metal sample is localized near the center of the grid employed, there will be a temperature 
difference through the grid, especially during the metal transition period. During this period, the 
transition tends to hold the grid temperature constant near its contact, while the temperature of the 
remainder of the grid increases. Since the temperature of the grid is monitored by the spat-welded 
thermocouple at the middle of the grid, its measured temperature underestimates the grid tempera- 
ture and results in the undercompensation of heat loss, which is a strong function of temperature. 
This consideration is amply supported by experiment. If a small sample is located at  the center of 
the grid, a three to five times greater experimental value than the literature value is obtained. 
However, when larger samples are spread over a larger area of the grid, this effect is markedly 
reduced. Moreover, this effect is markedly reduced both by the small particle size (140 x 170 mesh) 
and large mass (about 8 mg) of the coal used and by the less abrupt and more gradual coal pyrolysis 
reactions as contrasted with the sharp phase transition of a metal. 

Sample Selection. Coal samples were obtained from the Penn State coal sample bank. Proximate 
and ultimate analyses of the coals are provided by the Penn State coal database and are presented 
in Table 11. 

Experimental Conditions. Experimental conditions are listed below: 

1. Sample size 
2. Particle size 
3. Drying 

4. Duration of reaction 
5. Final temperature 
6. Heating rate 
7. Soaking time 
8. Data acquisition interval 

8.0 f 0.2 mg 
100 microns (140 x 170 mesh) 
Vacuum dry overnight a t  383 K 
and in situ for 5 min at 393 K 
20 sec 
880 * 5 K 
200 IUS at  1 sec 
15 sec 
20 ms 

Procedure. After a thermocouple was welded to a new mesh, which was folded into a "sandwich" 
heating element, forming a 2.5 x 12 mm strip and connected across the electrodes, the cell was 
evacuated, charged with nitrogen gas, and prefired to prevent further physical and chemical change 
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of the mesh. Duricg the prefiriiig, the mesh expanded and annealed until it reached a steady state 
condition. Then, 5 to 10 mg of coal sample was loaded into the mesh. The particles had a uniform 
diameter of approximately 100 pm (140 x 170 US mesh). This size was easily contained in the mesh 
with its 60-pm openings. After the coal was loaded, the cell was charged with nitrogen gas. The 
coal was dried inside the reactor for 10 min at 393 K. Next, the coal-grid system was heated with a 
constant voltage pulse, then cooled via simple heat dissipation. Subsequently, the remaining grid- 
char runs were made. 

Data Reduction. In order to derive the thermal properties from the raw data, it is necessary to 
follow the reduction procedure which is described below and graphed in Figure 5. The interpre- 
tation of each symbol is given in Table 111. Figure 2 shows the equivalent electrical circuit of the 
reactor. By measuring at 20-ms intervals, the two voltages e,, e,, and e,, the temperature of the 
system can be measured and the power input to the system, Wi can be calculated, 

versus time. The power loss from the system at  a given temperature can be calculated by 
determining the convective and radiative heat loss versus temperature according to the expression 

The terms A and B can be obtained experimentally a t  the end of a char run by heating the system 
to a series of temperatures and fitting the data to Equation 2 using an iterative technique. A check 
can be made to ascertain whether the radiation coefficient, B, is physically valid or not by 
comparing emissivity. Since the Stefan-Boltmann law also can be applied to grey bodies, 
emissivity is the ratio of the radiation density of a surface to that of a black body at the same 
temperature. 

c =  enerm actuallv radiated bv the svstem 
energy radiated if the system were black 

= evaluated radiant energ! 
radiant energy black body 

= B  - 
sa 

The calculated emissivities (Table IV) from the evaluated radiation coefficients using Equation 3 are 
in good agreement with literature values (oxidized metals = 0.6 - 0.85; carbon, lampblack = 0.95l'). 
By being able to measure the power input to the system versus time and temperature and by being 
able to calculate the power loss from the system versus temperature, net power absorbed by the 
system versus time can be calculated. F'rom these values the integral of heat absorbed by the 
system versus time can be obtained. Each run would consist of three heatings, the grid alone, the 
coal sample in the grid, and finally the char remaining in the grid. By being able to normalize the 
runs to power absorbed versus temperature, the net heat absorbed by the grid, coal, and char is 
obtained (Figure 5d). The substraction of the heat absorbed by the grid from that of the coal and 
the char runs enables the net heat requirements for heating the coal and the char to the final 
temperature to be obtained. The heat of pyrolysis is arrived at by subtracting the net heat absorbed 
by the char from that of the coal Figure 5e). The differential of these values is shown in Figure 5f. 
The data are presented on the basis of the original mass of the coal sample. 
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RESULTS AND DISCUSSION 

The thermophysical properties measured were 1) pyroheat, A%,,. which is the energy required to 
heat coal to a given temperature and is the sum of the heat of pyrolysis and heat capacity over the 
heating temperature interval; 2) pyroheat capacity, C,, which is the pyroheat normalized over a 
differential temperature interval; 3) heat of pyrolysis, AHpy. which is the thermal difference between 
heating coal and char to the same final temperature; and 4) pyrolysis heat capacity, C,, which is 
the heat of pyrolysis normalized over a differential temperature interval. The experimental results 
for the coal samples are presented in Tables V through VII. 

Char. As can be seen in Table V, the heat capacity of the char increases from room temperature to 
approximately 700 K. Since these figures are based on the original weight of coal, the reported 
pyroheat capacity will be inversely dependent upon the VM content of the original coal. PSOC 867, 
with the smallest amount of VM and hence the greatest amount of remaining char, has the highest 
reported pyroheat and pyroheat capacity. 

Coal. As the coal is heated, the mass remaining will decrease as VM is lost from the system being 
heated. Since the thermal data are reported on an original mass basis, the VM loss would tend to 
decrease the apparent pyroheat capacity; however, Table VI shows that the measured pyroheat 
capacity increases to a maximum in the 650 to 700 K temperature region. This is due to the 
endothermic reactions that are taking place during the pyrolysis. As the pyrolysis rate approaches 
its maximum in this temperature region, a significant portion of the energy absorbed is due to the 
pyrolysis. A t  the highest heating temperature, the pyroheat capacity of the remaining sample is 
close to that of the second heating (char run). indicating little VM was released during the char 
heating. 

Pyrolysis. The difference in the quantity of heat needed to heat coal and the char to the same final 
temperature is that necessary to bring the coal material that will decompose to its decomposition 
temperature plus the heat required for the endothermicity of the reaction. Figure 4e and Table VI1 
show that this amounts to a significant portion of the energy required to heat the coal. The 
differential of A q Y ,  C, can be seen to peak during the period of maximum pyrolysis and then 
decrease as the pyrolysis rate approaches a low value. It should be noted that the pyroheat 
capacities of coal measured in this study do not include the energy necessary to heat the VM once it 
has been released from that release temperature to the final heating temperature. 

CONCLUSIONS 

The pyrolysis process for all the coals studied in this investigation was endothermic over the 
temperature range from 298 to 875 K. The pyrolysis rate and consequently the maximum rate of 
energy absorption approaches its maximum for all the coals in the temperature range 650 to 700 K. 
As the pyrolysis rate approaches its maximum in this temperature region, a significant portion of 
the energy absorbed is due to the endothermic reactions that are taking place during the pyrolysis. 

the pyrolysis rate approaches a low value. 

I 

1 
I The differential of A& shows the peak during the period of maximum pyrolysis and the decrease as 

ACKNOWLEDGMENTS 

This study was made possible by financial support from the Coal Cooperative Program at  The 

Base for supplying the sample and the analysis of the coal used in this study. 

REFERENCES 

\ ennsylvania State University. The authors thank the Penn State Coal Sample Bank and Data 

I 

! 1. Badzioch, S. BCURA Monthly Bull. 1960, 24(11), 485-520. 
I 

9 

1171 



2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

f4. 

15. 

Kirov, N.Y. BCURA Monthly Bull. 1965, 29(2), 33-39. 

Davis, J.D.; Place, P.B. Ind. Eng. Chem. 1924, 1663, 589-592. 

Lopez-Peinado, A.J.; Tromp, P.J.J.; Moulijn, J.A. Fuel 1989, 68, 999-1004. 

Whitehead, W.L.; Breger, LA. Science 1950, 111, 279-281. 

Berkowitz, N. Fuel 1957, 36, 355-373. 

Gold, P.I. Thermochimica Acta 1980, 42, 135-152. 

Elder, J.P.; Harris, M.B. Fuel 1984, 63, 262-267. 

Agroskin, A.A.; Goncharov, E.I. Coke Chem. USSR 1980, 12, 15-18. 

Mahajan, O.P.; Tomita, A,; Walker, P.L., Jr. Fuel 1976, 55, 63-69. 

Freihaut, J.D.; Leff, A.A.; Vastola, F.J. Prepr. Am. Chem. Soc,, Diu. Fuel Chem. 1977, 22, 
149-157. 

keihaut ,  J.D.; Zabielski, M.F.; Serry, D.J. Prepr. Am. Chem. Soc., Diu. Fuel Chem. 1982, 27, 
89-98. 

Morel, 0.; Vastola, F.J. Prepr. Am. Chem SOC., Diu. Fuel Chem. 1984, 29, 77-82. 

Kwon, H.B. Ph.D. Thesis, The Pennsylvania State University, 1987. 

Weast, R.C. Ed., CRC Handbook of Chemistry and Physics; 64th ed., CRC Press: Boca Raton, 
Florida, 1983; E-385. 

Table 1. Calibration 

Standard 
Substance Literature (15) Measured 

m.p.(K) AHI,,,..(J/d m.p.EO Jk) 
Sn 505.1 60.7 496 71 

496 67 
495 70 

Zn 692.7 113.0 688 120 
690 127 
691 125 

A1 933.5 396.0 928 414 
920 423 
932 450 
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Table II. Characteristics of Coal Used 

PSOC No. 423 415 572 309 867 

Apparent Rank 

Proximate Analysis (dry) 
% Moisture (as received) 
% Ash 
% Volatile Matter 
% Fixed Carbon 

% C  
% H  
% N  
% s (total) 
% 0 (by difference) 

Ultimate Analysis (daD 

Net Calorific Value (kJ/g, dmmn 

SUBB 

24.1 
13.6 
50.5 
35.9 

72.6 
6.1 
1.1 
2.0 
18.1 

30.3 

SUBC 

31.0 
11.1 
50.6 
38.3 

72.5 
5.7 
1.4 
0.9 
19.4 

29.4 

HVC HVC 

3.5 10.1 
6.4 20.4 
52.6 37.6 
41.1 42.0 

73.1 77.1 
4.9 5.8 
0.0 1.7 

21.7 14.4 

27.5 31.6 

0.3 !.O 

AN 

3.8 
13.9 
3.7 
82.4 

95.1 
1.2 
0.8 
0.6 
2.3 

34.4 

Table III. Data Reduction Symbols 

English Svmbols 

Coefficient for conduction and convection A 
B Coefficient for radiation 
e Voltage drop 
H Enthalpy 
I Current 
R Resistance 
T Temperature 
W Power 

Subsmiuts 

g Grid 
i Input 
1 Loss 
r Reference 

rm Room 
tc Thermocouple 

S System 

Table IV. Calculated Emissivities' 

PSOC No. Run No. B (~10'9 c 

423 
415 
572 

830 
780 
680 

5.372 
5.465 
6.960 

0.65 
0.66 
0.84 

309 790 6.485 0.78 
867 1000 5.906 0.71 

Measured surface area of grid, 1.46 x lo-' ma; 
Calculated emissivity of black body; E = 5.67 x 108W/ms('. 
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Table V. Thermophysical Properties of Char 

PSOC ID No. 423 415 572 309 867 

Temperature AHph 
(K) (J/g) 
400 35 
425 52 
450 69 
475 89 
500 112 
525 138 
550 165 
575 194 
600 221 
625 257 
650 29 1 

c, 
(J/gK) 
0.52 
0.63 
0.73 
0.83 
0.92 
1.00 
1.08 
1.15 
1.20 
1.25 
1.30 
1.33 
1.34 
1.34 
1.34 
1.33 
1.32 
1.32 
1.32 

A% 
(J/g) 
30 
50 
64 
88 
110 
138 
167 
201 
235 
265 
306 
340 
376 
416 
458 
492 
530 

c, 
(J/gK) 
0.51 
0.63 
0.75 
0.87 
0.98 
1.08 
1.16 
1.24 
1.31 
1.37 
1.42 
1.45 
1.47 
1.47 
1.47 
1.46 
1.46 
1.45 

AHph 

(Jk) 
13 
28 
46 
66 
91 
121 
151 
184 
213 
250 
293 
333 
370 
411 
448 
490 
534 
573 
612 

c, 
(J/gK) 
0.48 
0.61 
0.74 
0.87 
0.98 
1.08 
1.19 
1.29 
1.37 
1.44 
1.48 
1.52 
1.56 
1.58 
1.59 
1.60 
1.60 
1.60 
1.60 
1.60 

AH,h 
(J/g) 
24 
38 
56 
72 
96 
121 
151 
174 
201 
236 
269 
302 
337 
377 
419 
464 
506 
542 
578 
614 

‘Ph 

(J/gK) 
0.48 
0.59 
0.69 
0.79 
0.87 
0.96 
1.04 
1.11 
1.19 
1.26 
1.34 
1.42 
1.49 
1.54 
1.58 
1.61 
1.62 
1.63 
1.64 
1.64 

AH, 
(J/g) 
41 
63 
92 
121 
159 
191 
226 
269 
313 
356 
403 
445 
502 
553 
605 
652 
701 
742 
783 
825 

‘Ph 
(J/gK) 
0.74 
0.89 
1.04 
1.18 
1.30 
1.42 
1.51 
1.60 
1.69 
1.77 
1.84 
1.90 
1.93 
1.94 
1.94 
1.94 
1.93 
1.93 
1.93 
1.93 

675 323 
700 357 
725 392 
750 429 
775 465 
800 496 
825 524 566 
850 552 595 1.45 
875 578 1.52 623 1.45 649 

Table VI. Thermophysieal Properties of Coal 

PSOC ID No. 423 415 572 309 867 

Temperature AHph 
(K) (J/g) 
400 43 
425 68 
450 101 
475 133 
500 172 
525 212 
550 259 
575 307 
600 355 
625 410 
650 462 
675 513 
700 571 
725 628 
750 678 
775 729 
800 772 
825 805 
850 838 

c, 
(J/gK) 
0.81 
1.00 
1.18 
1.35 
1.51 
1.65 
1.77 
1.86 
1.95 
2.02 
2.07 
2.09 
2.06 
1.98 
1.83 
1.67 
1.56 
1.49 
1.46 
146  

A% 
(Jk) 
41 
57 
84 
121 
160 
205 
253 
293 
352 
403 
463 
521 
576 
636 
697 
755 
799 
834 
863 
892 

c, 
(J/gK) 
0.75 
0.95 
1.15 
1.34 
1.52 
1.67 
1.82 
1.94 
2.05 
2.13 
2.20 
2.24 
2.22 
2.14 
1.97 
1.79 
1.66 
1.59 
1.55 
1.54 

A% 
(J/g) 
20 
36 
63 
93 
123 
164 
207 
255 
301 
356 
411 
468 
526 
583 
644 
702 
754 
803 
839 
876 

c, 
(J/gK) 
0.64 
0.82 
1.01 
1.19 
1.37 
1.54 
1.70 
1.84 
1.96 
2.06 
2.14 
2.20 
2.22 
2.21 
2.10 
1.93 
1.79 
1.71 
1.66 
1.64 

AH, 
(J/g) 
33 
55 
80 
110 
145 
182 
222 
263 
305 
352 
403 
456 
508 
566 
620 
674 
721 
763 
798 
834 

c, 
(J/gK) 
0.71 
0.88 
1.04 
1.18 
1.32 
1.44 
1.56 
1.68 
1.79 
1.89 
1.97 
2.03 
2.06 
2.00 
1.87 
1.76 
1.70 
1.66 
1.65 
1.65 

A% 
(J/g) 
46 
70 
96 
126 
160 
196 
235 
276 
322 
367 
414 
464 
514 
566 
619 
670 
717 
761 
804 
846 

c, 
(J/gK) 
0.76 
0.91 
1.06 
1.20 
1.33 
1.45 
1.55 
1.65 
1.74 
1.82 
1.89 
1.94 
1.97 
1.97 
1.96 
1.94 
1.93 
1.93 
1.92 
1.92 
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Table VII. Thermophysical Properties of Pyrolysis 

PSOC ID No. 423 415 572 309 867 

Temperature AH,, 
(K) (J/g) 
400 8 
425 15 
450 32 
475 43 
500 59 
525 74 
550 94 
575 112 
600 133 
625 152 
650 171 
675 189 
700 214 
725 236 
750 248 
775 264 
800 276 
825 281 
850 285 
875 286 

CFh A% 
(J/gK) (J/g) 
0.26 10 
0.35 7 
0.43 19 
0.51 32 
0.58 49 
0.64 67 
0.68 85 
0.71 92 
0.74 116 
0.76 138 
0.77 156 
0.76 180 
0.73 199 
0.66 219 
0.52 239 
0.37 263 
0.26 268 
0.19 268 
0.15 268 
0.14 269 

cF.b 

(J/gK) 
0.22 
0.30 
0.39 
0.46 
0.52 
0.58 
0.64 
0.69 
0.73 
0.76 
0.78 
0.79 
0.76 
0.69 
0.54 
0.37 
0.23 
0.15 
0.11 
0.09 

AHFA 
(J/g) 

6 
7 

17 
27 
31 
42 
56 
70 
87 

105 
118 
134 
156 
171 
195 
211 
220 
229 
227 
227 

c, 
(J/gK) 
0.15 
0.20 
0.26 
0.32 
0.38 
0.45 
0.50 
0.54 
0.58 
0.61 
0.65 
0.67 
0.67 
0.64 
0.53 
0.37 
0.22 
0.12 
0.07 
0.05 

AH,, 
(J/g) 

9 
16 
24 
37 
49 
61 
71 
88 

103 
116 
133 
154 
170 
189 
200 
209 
214 
221 
220 
220 

CPh A% 
(J/gK) (J/g) 
0.22 5 
0.28 7 
0.33 4 
0.39 4 
0.43 0 
0.47 4 
0.51 9 
0.55 7 
0.59 8 
0162 10 
0.63 10 
0.62 19 
0.58 11 
0.48 12 
0.32 14 
0.19 17 
0.09 16 
0.04 18 
0.02 20 

CPh 

(J/gK) 
0.02 
0.02 
0.02 
0.02 
0.03 
0.03 
0.04 
0.05 
0.05 
0.05 
0.05 
0.04 
0.03 
0.03 
0.02 
0.01 
0.00 
0.00 
0.00 

~~ 0.00 

Figure 1. Schematic diagram of the system 
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Figure 2. Equivalent circuit of the heating system. 
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Figure 4. Typical calibration run for aluminum. 
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EVALUATION OF THB SURFACE PROPERTIES OF ILLINOIS BASIN COALS 

I. Demir', A. A. Lizzio', E. L. Fuller', and R. D. Harvey' 
'Illinois State Geological Survey, 615 E. Peabody Drive, Champaign, IL 61820. 'Oak 
Ridge National Laboratory, PO Box 2008, MS-6088, 1 Bethel Valley Road, Oak Ridge, TN 
37831 

Keywords: coal, surface area, diffuse reflectance infrared spectroscopy 

INTRODUCTION 
The surface properties of coal, such as surface area, pore volume and surface 
chemical Structure, affect the physical-chemical behavior of coal in many coal 
conversion and cleaning processes. Knowledge of the surface area and porosity of a 
given coal is of major importance in understanding the mass transport phenomena that 
govern its physical-chemical behavior. For example, Mahajan and Walker [l] pointed 
out that the amount and ease of extraction of coal-bed methane are controlled by the 
porosity and pore size distribution of the coal. The porosity of coal affects its 
specific gravity, which is critical in those coal preparation processes that take 
advantage of density differences between coal and mineral matter. In coal conversion 
(e.g., gasification), the transport of reactants to the internal coal surface and the 
escape of product molecules from the pores are significantly influenced by the pore 
structure. Surface area and porosity data can be especially useful for removal of 
organic sulfur from coal. Organic sulfur occurs in coal as part of both aromatic and 
aliphatic functional groups and as thioether bridges [2,3]; that is, most of the 
organic sulfur appears to be located on or near the micropore walls. An important 
limiting factor for removal of organic sulfur may be the diffusion of reacting agents 
into and product molecules out of the micropores. Knowledge of the pore structure 
of the coal precursor can also be helpful in predicting the type of porosity that may 
develop and, hence, in assessing the suitability of the coal for the production of 
activated carbons, carbon molecular sieves, etc. 

Interpretations of data on surface area and porosity of coal differ due to the 
physical and chemical complexity of coal. Gregg and Sing [4] reviewed the use of 
adsorption methods for the determination of surface area and pore size distribution 
of porous solids. Fuller 151 suggested that accessibility (to adsorbates) is 
probably a better term to define the surface area and pore structure of coal. Marsh 
[6! stated that the concept of a "real" or "true" physical surface area does not 
exist for microporous coals and carbons and recommends the use of the "equivalent" 
surface area, i.e., the value of surface area which the adsorbent exhibits under the 
experimental conditions used. The commonly applied theoretical equations used to 
interpret adsorption isotherms include those of Langmuir, Brauner-Emmett-Teller 
(BET), Dubinin-Radushkevich (DR), and Dubinin-Astakhov (DA). The Langmuir and BET 
equations supposedly predict monolayer coverage by the adsorbate in porosity on 
external Surfaces, from which a surface area can be calculated. The other two 
equations essentially are applied to CO' adsorption to predict the micropore volume 
that can then be multiplied by the cross-sectional area of the COP molecule to 
calculate the surface area. Because a large percentage of the coal porosity is in 
micropores (<20 A in diameter), micropore surface area very closely approximates the 
total surface area [7]. 

Mercury porosimetry is another technique that is used to determine surface area and 
pore volume of coal. The mercury porosimetry technique is based on measuring the 
amount of mercury penetration into pores as a function of applied pressure. Although 
coals are aperture-cavity type materials [1,8], the mercury porosimetry computations 
treat pores as cylindrically shaped. Such a simplification is generally accepted for 
treating what, otherwise, would be a complex problem. Mercury porosimetry yields 
useful data on large pores, but measurements of smaller pores (obtained at high 
pressures) are questionable because the compressibility of coal results in particle 
breakdown andfor enlargement of some pores at the expense of others. 

In short, the surface area and pore volume of a microporous solid, such as coal, 
depend on how they are measured and how the adsorption or intrusion data are 
interpreted. If all conditions are specified, data on the surface area and pore 
volume of coal have value and application, especially for comparing the physical- 
chemical behavior of one coal to that of another. 

Oxidation of coal samples can significantly change their porosity and surface area. 
For example, Kaji et al. [ 9 ]  showed that the extent of low temperature (30-18O'C) 
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oxidation correlated negatively with internal surface area of pores >lo0 A in 
diameter for five coals that ranged in rank from subbituminous to anthracite. The 
surface chemical structure of coal can be delineated using diffuse reflectance 
infrared spectroscopy (DRIS) [10-12]. The DRIS technique can also be usedto monitor 
changes in the surface chemical structure of coal during oxidation processes [13-151. 

The goal of this study was to establish a data base for surface properties of the 
coals in the Illinois Basin Coal Sample Program (IBCSP) to aid coal scientists and 
engineers in the research and development of improved processes for desulfurization 
and increased utilization of Illinois Basin coals. Surface area and pore volume 
distributions and surface chemical structure of eight IBCSP coals were determined in 
both a (relatively) unoxidized and oxidized state. Statistical relationships among 
these surface properties and other available characterization data on these coals 
were also determined and evaluated. . .  
EXPERIMENTAL 
Samples 
Eight of the IBCSP coals were obtained in a fresh state, i.e., with minimum prior 
exposure to air (Table 1). After their removal from the IBCSP storage barrels, a 750 
g representative split of each coal (except IBC-108) was placed in a rod mill, purged 
with argon gas, and dry-ground for 30 minutes to reduce the particle size to 400 
mesh; the IBC-108 coal is supplied by the IBCSP only in micronized form (<400 mesh). 
A n  analysis of the ground samples with a Microtrac particle size analyzer indicated 
that the particle size of each was reduced to about 90% <lo0 mesh (<149 pm) with a 
mean volume size diameter ranging from 38 to 60 pm. A split of each ground sample 
was analyzed for surface properties in the fresh state. Another split of each sample 
was exposed to air oxidation at room temperature for two months and then analyzed 
similarly to investigate the effect of this mild oxidation on the surface properties 
of the coals. The analytical methods used to determine the surface properties of the 
samples are briefly described below. 

Qas Adsorption 
The samples were analyzed on a Quantachrome Autosorb-1 gas sorption system to obtain 
CO, and Nz adsorption isotherms at 273 and 11 K, respectively. Surface areas were 
computed from the analysis of Nz and COz adsorption isotherms using the BET and DR 
equations, respectively. Molecular cross-sectional areas used in the computations 
were 18.7 A' for coZ and 16.2 A' for N ~ .  The linear plots required for the BET and DR 
equations were obtained at relative pressure (PIP.) ranges of 0.05 to 0.2 and 0.001 
to 0.01, respectively. The surface area and pore volume distributions for the 
portion of the micropores penetrated by N, (5 to 20 A diameter) and for mesopores (20 
to 500 A diameter) were calculated from N, adsorption data using the deBoer t-equation 
and the Barret-Joyner-Halenda (BJH) method [16]. The total pore volume for pores 5 
to about 1800 A in diameter was determined from the amount of N, adsorbed at 17 K at 
a relative pressure of 0.99. 

Mercury Porosimetry 
The samplee were analyzed on a Micromeritics Autopore I1 mercury intrusion 
porosimeter in the pressure range of 5 to 60,000 psia that produced surface area and 
pore volume distributions for pores with diameters of 30 to 10,000 A. A surface 
tension of 485 dyneslcm and a contact angle of 130' for mercury were used in the 
computations. Although, based on the particle size analyses of the samples, the 
10,000 A (1 pm) dimension was estimated to be the size of the smallest particles and 
thus the lower limit of the interparticle space, the presence of some interparticle 
space with diameters smaller than 10,000 A cannot be ruled out. 

Diffuse Reflectance Infrared Spectroscopy (DRIS) 
The ground coal samples were analyzed on a computer-controlled DRIS instrument 
(Digilab Model 40 with diffuse reflectance attachment) for their infrared spectra. 
Many (5,000 to 20,000) interferograms were acquired and averaged to achieve a high 
signal to noise ratio. Mechanical and mathematical smoothing were not used to avoid 
band distortion. 

RESULTS AND DISCUSSION 
surface Area and Pore Volume 
Fresh SamDles. Table 2 shows that the N,-BET surface areas of the fresh samples 
ranged from 4 to 53 m'/g which were less than their corresponding C@-DR surface areas 
(112-152 m'lg). This difference can be attributed to the lower activated diffusion 
rate of NZ in the micropores at 77 K compared to that of C@ at 273 K [17]. It is 
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generally assumed that the N,-BET surface area represencs the area contained in all 
pores having a diameter greater than about 5 A [le], and the CQ-DR surface area 
represents the entire surface area of coal [1,4,18] that, in practice, is referred 
to the surface area in all pores with diameters greater than 3.5 A. In addition, CQ 
is likely to penetrate both open and closed pores through imbibition [19], thus 
yielding higher surface areas than Nz. 

Gumkowski et al. [20] reported a N, surface area of 23.5 m'fg for a sample that was 
obtained from the same mine as IBC-105 coal, consistent with the result on IBC-105 
coal (Table 2). Machin et al. [21) reported N,-BET surface areas ranging from 1.8 
to 91.8 mz/g for sixteen high volatile A (hvA) and high volatile B (hvB) bituminous 
coals from the Illinois Basin. Thomas and Damberger [22] measured N,-BET Surface 
areas of 1.8 to 99 m'/g for three samples and Cq-BET surface areas of 46 to 292 m'fg 
for forty samples from Illinois mines; hvA bituminous coals had the lowest and hvC 
bituminous coals the highest C&-BET surface areas. Mercury porosimetry measurements 
reported by Thomas and Damberger revealed that the hvC coals contained a large number 
of pores with diameters of 90 to 220 A whereas relatively few pores in hvA coals were 
greater than 35 A. Previous studies [21-231 indicated that, in a given Coal, 
vitrinite macerals have a higher microporosity and surface area than inertinite 
macerals. Gan et al. [le] determined N,-BET (77 K) and C0,-BET (298 K) surface areas 
of twenty six coals from various locations in the United States. One of their 
samples (PSOC-22) was similar to the IBC-101 coal and another one (PSOC-24) to IBC- 
102 coal in terms of their seam of origin and carbon content. They reported NrBET 
and CO,-BET surface areas of 88 and 169 mz/g, respectively, for PSOC-22. For Sample 
PSOC-24, they reported a N,-BET surface area of 2.2 mz/g and a CO,-BET surface area 
of 228 mz/g. These values are different from those for IBC-101 and IBC-102 coals 
reported in Table 2. This discrepancy can be attributed to differences in the 
methods used and variations in the properties of the samples, again demonstrating 
that surface area data on coals depend on experimental conditions andfor can vary 
from sample to sample within the same rank and seam. 

Most of the N, surface area of the samples was assigned to mesopores (20-500 A in 
diameter) (Table 2 ) .  Pores with diameters between 5 and 20 A were referred to here 
as "N,-micropores". A very small or insignificant N,-micropore surface area suggested 
that either N, penetration into 5 to 20 A diameter pores was physically limited or 
that most of the micropare surface area was derived from pores smaller than 5 A in 
diameter that were penetrated by C Q  but not by NI. 

The CO, surface area of the IBC-101 coal was the lowest and that of the IBC-109 coal 
highest among the samples (Table 2). The N, surface areas (mostly in mesopores) of 
IBC-101, IBC-102, and IBC-107 coals were considerably higher than those of the other 
four coals (Table 2). The IBC-103 coal, the highest rank and lowest equilibrium 
moisture coal (Table 11, had the lowest N, surface area among the eight coals (Table 
2). Surface area distributions of the coals showed considerable variation from one 
coal to another. as illustrated by three examples in Figure 1. Surface area 
distributions in Figure 1 were calculated assuming average diameter of a cylindrical 
pore filled with N, in each pore size range and, therefore, the cumulative area was 
different from Nz-BET surface area which was based on monolayer coverage of entire 
Surface. Most of the N, pore volume was derived from mesopores and macropores (Table 
2). The NZ pore volume of the fresh samples had a five-fold range (0.017 to 0.083 
cm3/g), with sample IBC-103 having the lowest value. 

The above discussions regarding differences in surface area and porosity among the 
samples may have implications for the response of these coals to coal conversion and 
cleaning processes. For example, the IBC-103 coal, which has the second highest 
micropore surface area (as indicated by high CO, surface area), may resist chemical 
desulfurization more than the other coals because its relatively low mesopore surface 
area and pore volume would limit the diffusion of reacting agents into and product 
molecules out of the micropares. The opposite can be said for coals IBC-101 and IBC- 
102 which have relatively high ratios of mesopore to micropore surface areas. Raw 
coals posssss molecular sieving capabilities to some extent, but because of their low 
adsorption capacity they have limited application. The IBC-103 coal could possibly 
be used as a "primitive" carbon molecular sieve without charring since carbons which 
exhibit large differences in N, and C q  surface areas are known to make good sieves 
for separation of O2 and N, [24]. 

Like the gas adsorption data, mercury porosimetry measurements showed that surface 
area and pore volume distributions vary significantly among the samples (Table 3). 
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Surface areas of mesopores derived from mercury porosimetry for coals IBC-101, IBC- 
102. and IBC-107 were higher than those of the other four Coals (Table 3). Consistent 
with the N~ adsorption data (Table 2). However, according to the mercury porosimetry 
results (Table 3). the fresh coal IBC-106 had the lowest mesopore surface area among 
the eight coals, inconsistent with the N2 adsorption data (Table 2). Mercury 
porosimetry indicated higher surface areas and pore volumes than the Nt adsorption 
method for similar pore size ranges (Figs. 2 and 3). Mercury intrusion, even at 
these relatively low intrusion pressures (1000-3600 psia), probably compressed the 
Coal and, accordingly, enlarged the mesopores at the expense of micropores. 
Different results from the two techniques also could arise from the different 
equations and aesumptions for each technique. 

Because mineral matter comprises only a small portion of the samples and has only 
very emall surface area and porosity, the measured surface areas and pore volumes are 
mostly derived from the organic matter portion of the coal. Although adjusting the 
Values in Tables 2 and 3 for mineral matter would increase the surface areas of all 
the samples, the interpretations made above would not change. 

Effect of Room Temuerature Air-Oxidation. The CO, surface area of all coals, except 
IBC-103. increased somewhat as a reeult of exposure to air at room temperature for 
a two-month period with IBC-101 coal showing the greatest increase (Fig. 4). 
Although some of these changes were within the analytical error (standard error = 
3%). a consistent change in only one direction suggests a real trend. The increased 
CO, surface area with air-oxidation is consistent with a controversial mechanism 
discussed in the literature [19]; the adsorption of CO, increases, at least slightly, 
with increased oxygen functional groups present on the coal surface. 

It is interesting to note that for five of the samples, the macropore volume in pores 
>1800 A decreased as a result of the exposure of the coals to room temperature air 
oxidation (Table 5). Although the cause of this observation cannot be determined 
from the present data, the oxidation and resulting increased molar volume of mineral 
matter disseminated in the macropores is one of the possibilities. For example, the 
respective molar volumes of gypsum and hematite, two oxidation products of pyrite, 
are 3.1 and 1.3 times that of pyrite. The unusually high pore volume for coal IBC- 
108 (Table 3, Fig. 3) was due to ths fine particle size of this sample (<400 mesh) 
that caused some of the interparticle space in the sample to be counted as pore 
space. 

Statistical Analyses 
Correlation coefficients and regression plots were determined for the data on surface 
area, pore volume, and other coal characteristics. Because coal IBC-108 had been 
provided in slurry form and processed differently from the rest of the samples, it 
was excluded from the statistical analyses. 

Figure 5 and Table 4 show that the C G  surface area correlated positively with 
apparent rank, i.e., the CO, surface area tended to increase with increasing heating 
value and decreaee with increasing volatile matter and equilibrium moistureof the 
coals. The observed positive correlation between apparent rank and CO, surface area 
was not consistent with the general trend observed by Thomas and Damberger [22] for 
coals of similar carbon content. This inconsistency could be due t o  the fact that 
they used a different gas adsorption temperature (196 K vs 273 K) and a different 
equation (BET vs DR) to compute the COz surface area. The strong negative correlation 
between the CO, surface area and organic sulfur (Table 4) is not meaningful in this 
case because high rank (high CO, Surface area) and low rank (low COz surface area) 
coals in the IBCSP originated from low-sulfur and high-sulfur mines, respectively. 
In contrast to the CO, Surface area, Nz surface area (mostly in mesopores) correlated 
negatively with apparent rank, i.e., it tended to de'crease with increasing heating 
value (Fig. 5) and increase with increasing equilibrium moisture and volatile matter 
(Table 4). 

Surface Chemical Structure 
Fresh SamDles. The DRIS Spectra of all eight coals were found to be similar. An 
example of the DRIS Spectra is shown in Figure 6. The eloping background curve in 
Figure 6 (dashed line along the lower portion of each spectrum) is a direct reeult 
of the physical scattering of the electromagnetic radiation from the coal particles. 
Clays in the samples gave rise to two sets of bands (Fig. 6). The hydroxyls of clays 
are on1 weakly hydrogen (?I) bonded and have two vibrational bands between 3600 and 
3650 cm'. The second clay band set includes three characteristic bands that are due 
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to lattice moden of vibration at low wave numbers. 

A number of hydroxyl entities (alcoholic, acidic, phenoiic, aldehydic. etc.) within 
the organic substrate involve H bonds of various strengths and are indicated by the 
large absorption band envelope from 3600 to 2000 cm-' (Fig. 6). There is evidence of 
some preferential modes of vibration prevailed as noted in the maxima and inflection 
points of the DRIS spectra. Superimposed upon the hydroxyl band envelop is the 
compoeite envelope for the various organic hydrocarbons. The two envelopes can be 
analyzed independently if one assumes a linear baseline. A scaled-up version of the 
hydroxyl band envelope of Figure 6 (truncated by the uppermost dashed line as shown 
in the figure) is shown in Figure 7. Deconvolution of the hydroxyl band reveals five 
species with increasing H bond strengths in the sequence of 3547, 3399, 3314, 3020, 
and 2565 cm-'. 

The composite envelope of the various organic hydrocarbons superimposed on the 
hydroxylband envelope (Fig. 6) can be deconvolved into six components (Fig. 8 ) .  and 
summation curve was barely distinguishable from the parent envelope. The unsaturated 
hydrocarbon bands (olefinic and aromatic) predictably occur above 3000 cm'l, and the 
four bands characteristic of aliphatic modes (CH2 and CH3 qroups) below 3000 Cm-'. 
A small aldehyde (-C=O) C-H vibration band occur at 2727 cm. (Fig. 6). 

The absorption bands due to oxygen functional groups occur mostly in the 1900 to 1400 
cm" region. The presence of carbonyls is indicated by the peak at 1700 Cm-' (Fig. 6). 
The absorption band below 1600 cm-' is due to the bending modes of vibration of the 
respective entities in the organic substrate. The large peak at 1600 cm-' is present 
for virtually all conjugated aromatic structures, especially if they are oxygenated 
to some degree. The complex, broad feature at 1100 to 1400 cm-' is due to the overlap 
of a several bending mode bands associated with the chain and ring elements in the 
organic matrix. 

Effect of Room Temnerature A i r  Oxidation on surface Chemical structure. The exposure 
of the eight IBCSP coals to air at room temperature for a 2-month period did not 
cause any noticeable change in their DRIS spectra. An example of the DRIS spectra 
of the coals exposed to the room temperature air oxidation is shown in Figure 9. The 
interpretation of this DRIS spectrum is similar to that of a fresh sample. As in the 
case of fresh samples, oxygen insertion processes formed bands that appear as 
shoulders (inflections) on the side of the strong polynuclear aromatic peak noted as 
the carbonyl band (Fig. 9). Figure 10 shows the deconvolution of the carbonyl 
envelope. Aldehyde carbonyls show bands centered at 1664 crn-l, and carboxylic acids 
give rise to absorption peaks centered at 1703 and 1712 cm-'. The band centered at 
1886 cm-' is caused by a very highly oxidized state, probably aromatic anhydrides 
and/or aromatic carbonates. However, examination of the DRIS spectra for fresh 
samples (Fig. 6) shows similar signals for the oxygen functional groups already 
present in coal. 

The surface area and pore volume data suggested that a small amount of oxidation took 
place upon exposure of the coals to room temperature air for a two-month period. 
Because coal surface is expected to adsorb a significant amount of oxygen within a 
relatively short period of time upon exposure to air [ X I ,  the surfaces of the fresh 
IBC coals were probably already oxidized during their collection in the field. 
During the two-month oxidation period, it is likely that the interior of the 
particles of the IBC coals became progressively oxidized. The oxidation that took 
place in the interior of the particles apparently was not detected by DRIS, which is 
a surface, not bulk analysis, technique. Some additional surface oxidation that 
might have taken place during the two-month oxidation period was apparently not 
significant enough to be detected by the DRIS technique. Comparing this study to 
past studies indicates that DRIS spectra would be affected only by oxidation 
processes that are more rigorous (longer exposure times and/or higher exposure 
temperatures) than those used for this study. Clemens et ai. 1141 monitored changes 
in surfaces of dried New Zealand coals as a result of exposure to oxygen or air at 
30 to 180% and concluded that the reactivity responsible for self-heating of these 
coals involved exothermic formation of hydroperoxides followed by their decomposition 
into carboxylic acid/aldehyde species. Pisupati and Scaroni [15] reported on the 
compositional and structural changes of selected bituminous coals during natural 
weathering and laboratory oxidation at 200 'C. They observed high concentrations of 
carboxylic acid and ketonic groups and reduced aliphatic hydrocarbon groups in most 
of their outcrop samples, and formation of ester groups in laboratory-oxidized 
samples. relative to those in fresh samples. 
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Table 1. Analyses of eiaht IBCSP Coals. 

Moisture (X) 14.7 14.2 5.7 9.4 10.4 9.3 45.0 9.2 
Equil. moist (X,mnf) 16.0 15.8 6.7 16.2 11.9 16.7 - 10.8 
VOI. matter (%,dmnf) 44.4 41.8 38.8 43.4 42.5 44.4 42.5 37.6 
Mineral matter (X,d) 13.6 9.3 10.7 22.6 11.8 14.5 5.9 9.6 
Carbon (X, d m f )  80.1 81.7 83.4 82.1 81.5 79.6 80.6 82.8 
Hydrogen (X,dnnf) 6.0 5.9 5.6 5.9 5.6 5.7 5.6 5.4 
Nitrogen (X ,  h n f )  1.5 1.6 1.9 1.6 1.9 1.4 1.6 1.9 
oxygen (X,dmf) 8.8 9.7 7.8 7.8 8.8 9.8 9.8 9.2 
Sulfat ic  sulfur (X,d) 0.05 0.06 0.02 0.00 0.01 0.26 0.01 0.0 
Pyr i t ic  sulfur (X.d) 1.2 2.2 1.1 2.5 1.8 0.8 0.4 0.5 
Organicsul fur (X,dnnf )3 .6  1.1 1.3 2.7 2.2 3.5 2.4 0.7 
Total sulfur (X,d) 4.4 3.3 2.3 4.5 3.8 3.7 2.7 1.1 
Chlorine (X,d) 0.12 0.02 0.18 0.10 0.02 0.08 0.03 0.42 

supplementary volume, M. A. Elliot (ed.), John Wiley L Sons, New York (1981). 

(1951). 

Rodriguez-Reinoso, F., and Torregrosa, R., Langmuir 3, 76 (1987). 

Survey Circ. 350, Champaign, IL (1963). 

493, Champaign, IL (1976). 

I B C - I O ~  IBC-102 IBC-io3 IBC-io5 IBC-io6 IBC-io7 m - l o a  IBC-io9 

BTUf l b  (m.mnf) 12147 12537 13911 12334 13040 11779 - 13194 
FSI 4 .0  4.0 5.5 3.5 4.5 2.5 3.5 4.0 
Rank hvtb hvtb hvUb hvCb hvUb hvtb hvCb hvUb 
V i t r .  ref lect .  0.46 0.62 0.74 0.50 0.54 0.56 0.58 0.73 
V i t r i n i t e  (X.hmf) 88.3 89.9 85.7 86.7 85.7 86.6 89.6 87.4 
lner t in i te  (X.dnnf) 6.1 4.1 8.8 10.0 7.9 8.3 7.9 7.7 
LiDtini te t%.dnnf) 5.6 6.0 5.5 3.3 6.4 5.1 2.6 4.9 
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Table 2. Surface area and pore volume of fresh and oxidized IBCSP 
coals (-100 mesh), as measured with 39s adsorDtion*. 

coal cq surface 3 surface area (m'/ N, wore volune tccla)"' 
Samle areatdlp) Tots1 Mcs0p)re N,-Micromre Total Microwre 
IBC-101 112 (1351 53 (451 47 t421 5.30 0.851 0.078 (0.0711 0.002 10.002) 
IBC-102 137 t1391 52 t441 51 1431 0.04 11.141 0.083 t0.0711 eO.001 10.0011 
IBC-103 148 E1431 4 t31 4 131 0 101 0.017 tO.O1ll 0 101 
IBC-105 116 tl191 21 t221 18 1181 2.73 13.951 0.032 tO.OU1 0.001 t0.0021 
IBC-106 134 t1361 27 t381 24 1351 1.84 13.451 0.040 t0.0631 0.001 10.0021 

a IBC-107 120 t1M1 43 1431 39 t401 3.85 12.461 0.063 tO.0671 0.002 t0.0021 
IBC-108 143 t1451 16 1161 16 1161 0 to1 0.026 (0.0361 0 to) 
IBC-109 152 t1551 14 t141 13 Ill1 1.69 12.411 0.024 10.0221 0.001 [0.0011 

Values i n  brackets are f o r  oxidized coals. 
** For p o r e  with diameters between abwt  5 A and 1800 A at a p a r t i a l  pressure of 0.99. 

Table 3. Surface area and w r e  volume of fresh and oxidized IBCSP 
coals (-100 mesh), as measu;ed with mercury intrusion Dorosimeter*. 

surface area cm'la) Pore votunetcd/a) 
Coal 30-500 A 500-1800 A 1800-10000 A 30-500 A 500-1800 A 1800-10000 A 

Values i n  brackets are f o r  oxidized coals. 

Table 4. Correlation coefficients for fresh -100 mesh IBCSP coals. 
Only correlations coefficiente greater than 0.600 are included.* 

Carbon dioxide surface area- ~ e r c u r v  surface area- 
v o l a t i l e  matter 
v i t r i n i t e  reflectance 
organic su l fur  
BTUllb 
nitrogen content 
equi l ibr iun moisture 
hydrogen content 
carbon content 
mineral matter 
nitrogen surfece area 

-0.948 v i t r i n i t e  content 0.794 
0.940 i n e r t i n i t e  content -0.632 
-0.925 
0.837 Mercury pore volune- 
0.814 v i t r i n i t e  content 0.908 
-0.825 i n e r t i n i t e  content -0.806 
-0.784 
0.769 
-0.640 
-0.610 

Nitrogen surface area- 
equi l ibr iun moisture 
carbon content 
B W l b  
nitrogen content 
i n e r t i n i t e  content 
v i t r i n i t e  content 
mercury pore v o l u n  
v o l a t i l e  matter 
hydrogen content 
oxygen content 
mercury surface area 
v i t r i n i t e  reflectance 

Nitrogen pore volune- 
equi l ibr iun moisture 
i n e r t i n i t e  content 
mercury volune 
v i t r i n i t e  content 
nitrogen content 
BTUIlb 
hydrogen content 
mercury surface area 
v o l e t i l e  matter 

0.891 
-0.816 
-0.789 
-0.778 
-0.712 
0.710 
0.710 
0.717 
0.699 
0.655 
0.644 
-0.626 

0.760 

0.761 
0.752 
-0.743 
-0.717 
0.703 
0.668 
0.657 

-0.m 

OxYSen content -0.650 
*Chemical end petrographic values are on a dry, mineral matter free ( m n f )  basis. 
i s  on mnf basis. 

Equil ibr iun moisture 
BTUllb i s  m equi l ibr iun moist, nnf basis. 
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6.67 1 

-- 
diameter (angstroms) 103 

Figure 1. Cumulative su r face  a rea  
d i s t r i b u t i o n  i n  po res  of va r ious  s i z e s  
for  t h r e e  of t h e  f r e s h  IECSP c o a l s  as 
determined by t h e  N, gas adsorpt ion 
method. 

Figure 2.  

and mercury i n t r u s i o n  methods. 

Comparison of s u r f a c e  a r e a s  of 
t h e  IBCSP c o a l s  determined by N, adso rp t lon  

0.6 ,  I 7 0  

Figure 3. Comparison of Pore Volumes Figure 4. E f f e c t  of ox ida t ion  on t h e  
of t h e  IBCSP c o a l s  determined by N2 
adso rp t ion  and mercury i n t r u s i o n  

s u r f a c e  area of e i g h t  IBCSP coa l s .  
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F i g u r e  5 .  Variation bf C& and N, surface areas with heating value (BTU/lb) of fresh 
IBCSP coa l s .  

IBC-109 
FRESH,-100 MESH 

I ,  I __ AROMATIC C-H 

CARBONYL C = o  

ALDEHYDE 0-H 

H-C-0 
ETC . - _  - _  - - _  

0-H - CLAY MINERALS __ LATTICE MODES - 
4000 2oc)o 

Figure 6 .  D R I S  spectrum of fresh -100 mesh IBC-109 coal .  
WAVENUMBERS 
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3500 
WAVEIIUMBERS 

Figure 1 .  Deconvolution of hydroxyl band envelope of Figure 6 into its constituent 
components. Chi-squared of summation curve relative to parent curve=0.0204. 

3 M O  
3007 IBC-109 

FRESH, -100 MESH 2953 

BAN0 CENTER 

3100 3000 2900 2800 
WAVENUMBERS 

Figure 8 .  Deconvolution of hydrocarbon band envelope of Figure 8 into its 
constituent components. Chi-squared of summation curve relative to parent 
curve=0.000738. 
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Figure  9 .  DRIS spectrum of oxidized -100 mesh IBC-101 coal. 

-- .- . -. __-- 
1886 
1712 
1703 
1664 

IBC-101 
OXIDIZED, -100 MESH 'i BAND CENTER 

Figure 10. 
oxidized -100 mesh I B C - 1 0 1  coal. 

Band deconvolution for carbonyl region of the DRIS spectrum of the 
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INTRODUCTION 

Ash formed during the combustion of pulverized coal produces a variety of operational and 
environmental problems. Efforts to anticipate and control these problems have led to the 
development of mathematical models to predict mineral transformations and deposition during 
combustion of pulverized coal. These models require a description of the coal mineral matter as 
input. Advanced analytical techniques such as Computer Controlled Scanning Electron 
Microscopy (CCSEM) have been developed to provide the required information. 

Early development of the CCSEM technique was performed by Huggins er nl. [l] who used a 
scanning electron microscope equipped with a Tracor Northern 2200 X-ray analysis system to 
examine coal minerals. The Energy and Environmental Research Center at the University of North 
Dakota has developed and refined the technique for both coal minerals and ash [2]. Additional 
work on the association of the coal minerals with the organic matrix has been performed by 
Suaszheim and co-workers at Iowa State University with use of a sophisticated image analysis 
system (LeMont Scientific DB-IO) [3]. Recent work in our laboratory has examined 
mineraVmineral associations in coal particles [4]. This paper contains a brief description of the 
associations of two key minerals from two eastern US. bituminous coals. 

ANALYSIS PROCEDURE 

Computer Controlled Scanning Electron Microscopy was performed with use of a JSM-840A 
scanning electron microscope (JEOL) equipped with an eXL-FQAI Microanalysis System (Oxford 
Analytical), a Pentafet LZ5 Light Element Detector (Oxford), a LEMAS Stage Automation System 
(Oxford) and an ultra-thin window (MOXTEK). Samples were mounted with a mixture of 
carnauba wax and Cerita wax (M. Argueso & Co., Inc., Mamaroneck, NY) [5 ] .  Carnauba wax 
was chosen to provide sufficient contrast between the coal and the mounting material on the 
backscattered electron image [6].  The Cerita wax was used to decrease sample cracking. Mounted 
samples were sectioned, polished, and coated with carbon. 

The description of the analysis procedure which follows has been presented elsewhere and is 
repeated here for completeness [41. Two automated analysis routines, Quantitative Mineral 
Analysis (QMA) and Analysis of Mineral and Coal Associations (AMCA), were developed. QMA 
was used to determine the size and composition of mineral particles by analyzing samples at 
magnifications of lOOX and 400X. During the analysis, the sample stage was moved to 
predefined positions or fields where a backscattered electron image was collected. For each field, 
the sizes and positions of mineral particles were determined and stored. The electron beam was 
then moved to the center of each mineral particle and an X-ray spectrum was collected for 2 
seconds (approximately 10,000 X-ray counts). Next, peak and background corrections were 
made. A ZAF correction was then made to account for the effects of atomic number (2). 
absorption (A), and fluorescence (F) at each analysis point. The composition in weight percent 
was subsequently stored and the beam was moved to the next mineral particle for analysis. After 
analysis of all the particles in a given field, the stage was moved to the next field and the process 
was repeated. The results from both magnifications were then classified to identify the mineral 
species present, and combined off-line on a Sun computer workstation. A typical QMA analysis 
required approximately 12 hours of beam time to analyze 3000 to 4OOO mineral particles. 
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The AMCA routine combined the quantitative mineral analysis with image analysis to determine the 
association of minerals with the coal matrix. This analysis was similar to the mineral-only analysis 
except that the backscattered elecmn images were also saved during the analysis, and the samples 
were analyzed at a single magnification of 220X. ?he stored images were later processed with use 
of Mineral Liberation image analysis software on the e n ,  and the mounting medium, coal and 
minerals were identified by their respective brightness on the backscattered electron image. The 
amount (area) of coal and/or minerals on each particle, as well as the particle size and location were 
determined and stored. This information was then combined with the composition data on the 
mineral panicles to yield the particle-by-particle mineral content for the coal. A typical AMCA 
analysis included about 35,000 coal and mineral particles and required approximately 24 hours of 
beam time in addition to off-line processing. 

These procedures were used to examine two eastern U.S. bituminous coals which were recently 
tested in a utility boiler [7]. Ultimate and proximate analyses of these two coals are given in Table 
1 [81. 

RESULTS AND DISCUSSION 

Table 2 shows the major mineral matter species found in the coal as determined with the QMA 
procedure. The weight fraction of each species was approximated from the measured area fraction 
with use of the species density by assuming that the volume fraction was equivalent to the area 
fraction [9]. As seen from the data, Coal A has significantly more pyrite than Coal B. On the other 
hand, Coal B has more K-AI-Silicates and more aluminosilicates than Coal A. Both pyrite and K- 
Al-Silicates have been identified as species which may conmbute to slagging problems in boilers. 

Data on the mineral content of the individual particles from AMCA were used to examine the 
association of specific minerals in the coal. Associations were determined by identifying particles 
which contained either pyrite or K-AI-Silicate minerals and then evaluating, on a frequency basis, 
other minerals also contained in that particle. Note that the sum of the percent association over all 
minerals may be greater than 100 percent since a single mineral grain may be associated with 
several other types of grains in the same coal panicle. 

Figures 1 and 2 provide association data for K-AI-Silicate and pyrite, respectively. The extent of 
association for the K-AI-Silicates, including the lack of association with pyrite, was similar to that 
of other silica-bearing minerals. In contrast, the pyrite shows a large percentage of "self- 
association" (is., pyrite present in panicles with no other minerals). Analysis of the individual 
pyrite particles showed that 69% of the self-associated pyrite in Coal A and 57% in Coal B was 
present in particles which contained less than 80% mineral (area basis). In fact, a substantial 
fraction (31% of the self-associated pyrite in Coal A and 21% in Coal B) was found in particles 
containing less than 20% mineral. These data indicate that pyrite in these two coals does not tend 
to associate as extensively as the K-Al-Silicate minerals, and that a significant fraction (by number) 
of the pyrite was included or locked in the coal mamx of particles where pyrite was the only 
mineral present 

Results for self-associated K-Al-Silicates showed that 47% in Coal A and 27% in Coal B were 
present in particles which had less than 20% mineral. In other words, almost half of the K-Al- 
Silicate minerals in Coal A which were not associated with other minerals were included in coal 
particles that contained less than 20% mineral. Clearly, the fact that a mineral is self-associated 
does not imply that it is excluded. 

Some interesting differences between the two coals can be seen in Figure 1. A higher fraction of 
K-Al-Silicate minerals in Coal B were self-associated. Also, a significantly lower percentage of K- 
AI-Silicates in Coal B were associated with quartz. A mixture of K-AI-Silicates with q u m  would 
probably have a higher melting point than the K-Al-Silicate alone. The association of K-A1- 
Silicates with aluminosilicates was also lower in Coal B, in spite of the fact that Coal B contained a 
much higher percentage (by weight) of aluminosilicates. Coal B also contained more ash and had a 
higher weight percent of K-Al-Silicates in the ash (see Tables 1 and 2). Therefore, a boiler 
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burning Coal B may be more likely to experience deposition problems associated with K-Al- 
Silicate minerals which typically melt under normal combustion conditions [ 101. 

Minerflmineral associations were also examined as a function of the size of the mineral grains. 
Intuitively, one might expect larger particles to be excluded and show lower levels of association, 
while the smaller particles are included or locked in the coal matrix. Figure 3 shows the fmction of 
pyrite that was self-associated as a function of mineral size for Coal B. Included in each bar is the 
percent of the self-associated minerals that were excluded (i.e., in particles with greater than 80% 
mineral). The majority of small pyrite grains were not associated with other minerals. A large 
fraction of these small grains (41%) was also excluded. It is possible that fragmentation of the 
large excluded pyrite particles during pulverizing was responsible the presence of small excluded 
pyrite grains. The fraction of pyrite associated with other minerals was lowest for the larger pyrite 
particles. 

The data for K-AI-Silicate particles were somewhat different as shown in Figure 3. The level of 
self-association was lower than that observed for pyrite. The level of self-association decreased 
with increasing mineral particle size. No self-associated K-Al-Silicate particles were found in the 
large size range. The percentage of the self-associated particles which were also excluded was 
significantly lower for the K-AI-Silicate minerals than for pyrite. Note that the size and 
morphology of ash formed from K-Al-Silicate minerals included in the coal matrix will probably be 
affected by the combustion behavior of the char (e.g. swelling vs. non-swelling). 

Although the measurements and analysis presented in this paper provide insight into coflmineral 
and mineraminera1 associations, the results are not without limitations. For example, the 
association data is based on two-dimensional cross-sections of particles which may underestimate 
the degree of association. The importance of this effect is currently under investigation. Also, 
there is a limit on the size of particle for which a reasonable composition may be obtained. Thus, 
the mineral data do not reflect the presence of small mineral inclusions less than about 1 micron in 
diameter. The statistical validity of large particle data is a problem for samples where only a few 
large particles are present. While these limitations may affect the magnitude of the results, they are 
not expected tochange the significance of the key observations presented in this paper. 

CONCLUSIONS 

Computer Controlled Scanning Electron Microscopy has been implemented on a JEOL 840A 
scanning electron microscope equipped with an Oxford eXL X-ray microanalysis and image 
analysis system. This system was used to analyze the mineral composition of two eastern U.S. 
bituminous coals. In addition, a procedure was developed to determine the association of the 
minerals with the coal matrix and with other minerals within the coal. The mineral content of each 
coal was determined on a particle-by-particle basis and used to examine the association of both 
pyrite and K-AI-Silicate minerals in the coal. Results showed differences in the association of each 
of these two minerals for both of the coals analyzed. 
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Table 1.  Properties of Coals A and B [lo]. 
Proximate Analysis 

Coal A I Coal B 
70 as I 70 dry I Q oas 1 %dry 

received m i v e d  
Moisture - _ -  6.15 - - -  
Ash ;:: 7.6 10.4 11.5 
Volatile 34.95 37.25 18.75 19.40 
Sulfur 2.01 2.0 1.41 1 S O  
Heating Value 3 1,249 32,714 30,470 32,123 

Softening 2175 2400 ~ 2 8 0 0  >2800 
Hemispherical 2245 2460 >2800 >2800 
Fluid 2295 2500 ~ 2 8 0 0  ~ 2 8 0 0  ~ 
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Major Mineral 
Phases 

Fe203/FeC@ 
Aluminosilicate 
Ca-Al-Silicate 
Fe- Al-Silicate 
K-AI-Silicate 
Pynte 
C a m 0  

Table 2. Mineral particle size and composition distributions (46 by weight). 

z of 46 of 
Total Total 

Mined Mineral 
C d A  CoalB 

8.7 

38.1 54.4 
0.9 0.7 
0.7 0.7 
11.5 17.8 
30.4 14.8 
3.4 0.5 

1.3 ;:; 

Unknown I 3.1 I 3.3 
Total 1 100.0 I 100.0 
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n 

Figure 1. Association of K-Al-Silicates with other major coal minerals phases. 
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Figure 2. Association of pyrite with other major coal mineral phases. 
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CHEMICAL COMPOSITION AND SIZE DISTRIBUTIONS FOR 

FLY ASHES 
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Keywords: fly ash, composition distribution, size distribution. 

1 INTRODUCTION 

The aim of this paper is twofold: to present mathematical functions to  describe and store CCSEM/AIA 
(Computer Controlled Scanning Electron Microscopy / Automatic Image Analysis) and size data for fly 
ashes, and to discuss two limitations of using single-particle measurement techniques to draw general 
conclusions about ash properties. 

Fly ash characterization is complicated by the strong inter-particle variation in morphology, diameter 
and chemical composition. However, with the development of microanalytical tools such as CCSEM/AIA 
(e.g., Barta et d, 1990; Steadman et d, 1992), diameters and chemical compositions of individual parti- 
cles for statistically significant sample sizes (>1000) can now be determined with relative ease. 

It is necessary to store the large amounts of data generated by CCSEM analyses in convenient 
forms that can be easily manipulated. In this paper, simple mathematical functions are proposed which 
incorporate the information in diffewntial and cumulative forms. The functions are used to  detect size- 
composition correlations. 

The broad size distribution of 
the ash is well described by the lopnormal function truncated outside the measurement limits, and the 
detailed size information is stored compactly using four quantities. 

It is observed that CCSEM may not present a complete picture of the distribution of oxides with 
significant size-composition correlation because of sampling limitations. This phenomenon is illustrated 
for iron oxide which is preferentially present in larger ash particles. Additionally, a comparison of the size 
distributions obtained with CCSEM, and with the Multisizer, shows that the former tends to  overpredict 
the median size because of an artifact associated with sample preparation. 

Measurements were made on arh samples from six representative coals collected in cyclones and 
baghouses of pilot and full-scale power plants. These coals are Illinois #G, Kentucky #9, Upper Freeport, 
PA, (all three bituminous), Beulah, XD, and San Miguel, TX (both lignites), and Eagle Butte, WY (sub- 
bituminous). The San Miguel and the Eagle Butte ashes were obtained from full-scale power plants. The 
other four ashes were generated at the pilot-scale facilities of Foster Wheeler, and collected using a cyclone 
and baghouse in sequence. Howeve: for these four, the whole ashes could not be reconstituted due to 
unavailability of information on the relative proportions of bagbouse and cyclone a s ~ e s .  They were 
characterized separately with respect to their chemical, density, and size distributions. Due to space 
limitations, in general only one or two ashes are cited here as examples. Complete analyses for all six 
ashes (including a description of sample preparation techniques for CCSEM analysis) are presented by 
Ghosal (1993). 

Ash size distribution was measured using the Coulter Multisizer. 
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2 COMPOSITION DISTRIBUTION FUNCTIONS 

For all six ashes, 1000-1800 particles were selected at random by the CCSEM software. Their diameters 
were measured and their compositions analyzed with respect to the following twelve elements: Si, AI, Fe, 
Ca, Mg, Na, K, Ti, Ba, S, P, and CI. For such sample sizes, the numbers of particles detected per micron- 
bin drop sharply and steadily for diameters 2 5 pm. In general, it was seen that particles with diameter 
<8 pm constitute 2 90% of the sample. However, the larger diameter bins contain insufficieilt numbers 
of particles, and should not be considered for drawing conclusions on size-composition relationships. 
A minimum population of twenty-five particles per micron-bin was arbitrarily chosen to determine the 
upper diameter limit, Dz5.  

Ash samples (40-50 g each) were melted and quenched rapidly to form glassy slags. Polished samples 
were prepared for chemical composition analysis using electron microprobe. Appropriate detectors and 
standards were used to measure the concentrations of the above twelve elements. Because each slag 
is prepared from a large ash sample, the analysis accurately yields the bulk (average) composition of 
the ash. The elemental compositior.s from both CCSEM and microprobe data were converted to oxide 
compositions using the following formulae: SiOz, AIz03, Fez03, CaO, MgO, NazO, KzO, TiOz, BaO, 
SO3, and PzO5. 

The mineral matter in coal is piesent in  equilibrium, crystallinc phases, generally having fixed com- 
positions. However, the composition distribution of the ash particles is much more continuous. This is a 
result of the complex formation process, whereby the mineral inclusions melt, coalesce, and cool rapidly 
to form (primarily) spherical glassy ash particles. Hence, it is appropriate to use mathematical functions 
to describe inter-particle compositional variation. The following functions are proposed to describe the 
composition distribution for a single ash particle, and also t o  determine size-composition relationships. 

1. The function, c , ( D ) ,  is defined so that c , (D)  d D  represents the mass fraction (or %) of oxide o 
present in particles with diameters between D and D t dD. Integrating c,(D) over all diameters 
yields the average mass fracti8111 of oxide o in the ash. 

2. The second function to(., D )  ir defined so that &,(z, D)dzdD represents the volume fraction of ash 
with mass fraction of oxide o between z and z + dz made up of particles with diameters between 
D and D + dD. 

3. Finally, there is a function, d(z) ,  such that c0(z)dz represents the number fraction of ash particles 
with mass percentage of oxide o between z and z + dz.  

A convenient way to  study size-composition relationships is to use a cumulative function, C,(D), 
defined as 

Thus, C,(D) is the average mass fraction of oxide o for all ash particles with diameters less than D. 
Figure 1 shows the distribution C, (Dzs )  for the Illinois and Beulah ashes. The cumulative number 
distribution, Fo(D), shows the frartion of the sample included in calculating C,(D). The magnitude of 
the slope of C,(D) indicates the mi gnitude of size-composition correlation. 

Among all six ashes, it is noted that only two, Illinois #6 and Kentucky #9 (not shown here), have an 
average FezOskontent >5%. While the iron content showed a small decrease with increasing diameter for 
the Illinois and Kentucky ashes over the whole size range, it showed no dependence on size for the other 
four. Similarly, CaO showed a very small decrease with increasing diameter for some of the ashes. In 
general, the C A ~ ( D ) ,  C F ~ ( D ) ,  and Cc.(D) graphs are flat, indicating that there is negligible correlation 
between particle size and compositim. 
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Figure 1: Cumulative undersize composition distribution. The right hand a x i s  shows the count undersize, 
which is graphed as a dashed line. 

Consistent size-composition trends are shown by sulfur and silica. The sulfates are deposited prefer- 
entially on smaller particles which confirms earlier reports (e.g., Ramsden and Shibaoka, 1982). However, 
the size-dependence of SO3 is stron; in some ashes (e.g., Illinois #6) and weak in others (e.g., Beulah). 
The positive size-concentration relationship for Si02 is noted in five of the six ashes, with the exception of 
the atypical calcia- and alumina-rich Eagle Butte ash. As discussed later, many of the large ash particles 
(D 2 10 pm),  not detected here, are relatively iron-rich. Hence, the slope of C.re(D) can be expected 
to increase significantly a t  larger diameters. Similar observations with respect to size and composition 
relationships for the major oxides are reported by Mamane et al(l986) who studied AI/% distribution as 
a function of particle diameter, and Hemmings and Berry (1986) who analysed the average composition 
of size-classified ash derived from SI b-bituminous coal. 

The distribution of the oxides in the ash volume can be expressed on a cumulative basis by integrating 
,fo(z, D) in the following manner 

jo(z) = 1 /OD.' (,,(z', D) dD dz' 

Here, f.(z) is the volume fraction of ash with mas8 percent of oxide o less than z. Particles with D > 0 2 5  
are omitted. When z=lOO%, fo(z) is unity for each of the oxides. Figure 2 presents f,,(z) for the lllinois 
and Beulah ashes, and its interpretation gives some useful information. Large or small slopes over an 
increment of Az implies the presc,ice of a large or small proportion of particles with oxide content 
between z and z + Az,  respectively. Among all oxides, silica is distributed most broadly (i.e., with the 
largest range of mass fractions), with Illinois ash having the broadest fo(z). 

Both Kentucky and Illinois ashes are found to contain a significant volume fraction of silica-rich 
particles (i.e., >80% SiOz). Althongh Alz03 is one of the two most predominant oxides, there are no 
alumina-rich particles (i.e., 2 60X). For iron, it is seen that 90% of the ash volume contains 5 8% 
of iron (by mass) for all the ashes, with the exception of Illinois #6 (which has a broader distribution 
with only 65% of the ash volume ccntaining <8% of Fe2O3). Hence, for all ashes except Illinois #6, the 
fraction of ash volume containing a wide range of Fez03 mass fraction (20%-50%) is negligible. The 
distribution of CaO is similar to that of Fez03 in most of the ashes, except in Eagle Butte ash (not 
shown here) where it is the main constituent, and resembles the A1203 distribution of the other ashes. 
The four oxides shown are clearly the major constituents since, for all ashes, only 10% of the ash volume 
is seen to contain more than 10% of the other oxides by mass. 

Representation of ash composition as cumulative distribution functions, as presented in Figure 2, 
represents significant reduction of the overall datasize. For example, for twelve oxides, one could tabulate 
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Figure 2: Volume-composition distribution shown on a cumulative basis. fJz) represents the volume of 
ash with mass fraction of oxide o less than z%, as a fraction of the total volume. 

fo(z) at 1% intervals for a total of 1200 stored values (many of which are zero since many of the minor 
oxides occur in only trace amount;). Alternatively, these distribution functions may be fitted with 
appropriate polynomials if additional data compression is desired. 

The primary limitation of this scheme is that it does not allow for correlation between the various 
species, or with particle size. As illustrated in Figure 1, the correlation between composition and size is 
not significant for the ashes studied here. Analysis of the linear correlation coefficient, R,  for the twelve 
oxides revealed that there are generally no significant correlations between any two oxides, although BaO 
and Ti02 were exceptions with R u 0.7 for the Illinois #6 ash. 

3 IRON DISTRIBUT’.ON IN ASHES 

An average ash composition, r9,, was obtained by combining the CCSEM data with the volume dis- 
tribution, Fs(D), obtained from the Multisizer data (Ghosal, 1993). For all ashes, it was found that 
1% < 2 9 ~ ~  < 13% (Table l ) ,  which is only 25%-70% of that determined by microprobe analysis. The 
reason for this discrepancy appears to be statistical. Size measurements of the iron-rich ash fractions, 
separated into classes by centrifugal separation (Ghosal, 1993), show that they have significantly higher 
median diameters than that of the whole (unseparated) ash. Consequently, they are fewer in number, 
and a typical CCSEM sample size of one or two thousand particles is not statistically large enough to 
detect sufficient numbers of such particles, in contrast to the microprobe data which is averaged over a 
large sample. 

It is noted that a large CCSEM sample is needed for an accurate estimate of the average iron content 
even if iron distribution is not weighted in favor of larger particles because Fe203 constitutes <20% or 
less of the ash mass. Simple statistical analyses suggest that a sample size of >15,000 particles is needed 
for estimating the bulk iron content of the Kentucky ash with a confidence interval of 0.5% (Ghosal, 
1993). Nevertheless, CCSEM anal: tes provides useful information about iron distribution among the 
smaller ash particles (D 6 7 pm). 
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Table 1: Average Fe203 content of ashes (by mass) obtained from CCSEM and electron microprobe 
analyses illustrating the underprediction of the iron content from CCSEM data. 

I Fly Ash ]I CCSEM, 19, I Microprobe I Ratio,  S,/Microprobe 1 
Kentucky #9 6.9% 12.59% 
Illinois #6 13.0% 18.96% 
Upper Freeport 4.8% 13.05% 
Eagle Butte 3.1% 6.88% 
Beulah 4.6% 16.88% 0.27 
San Miguel 1.2% 2.75% 0.44 

4 ASH SIZE DISTRIBUTION 

Fly ash has a broad size distributi Jn with diameters spanning more than three orders of magnitude. 
Hence, it is important to measure rhe dispersion of the size distribution (i.e., the standard deviation). 
In the few references giving size data (e.g., Fisher, et al, 1978; Wall, et al, 1981; Hemmings and Berry, 
1986), only median diameters are discussed. Furthermore, a suitable mathematical function is needed 
to describe the size distribution. Such a function allows for comparison of various ashes, and are also 
needed for computation of properties of ash aerosols, e.g., radiative properties (Ghosal and Self, 1993). 

A method for accurate measurement of ash size distribution (for particle diameters 2 1 pm) us- 
ing the Coulter Multisizer is presented by Ghosal et al( l993) .  For powders (such as fly ash) with size 
distributions that are typically very broad and skewed toward s m d  particles, lognormal functions are 
commonly used to describe the size distributions (Crow and Shimizu, 1988). However, because of lack of 
size information outside the measurement limits set by the dynamic range of the Multisizer, the data are 
fitted to a function truncated outside the measurement limits ( ~ , 6 ) .  The form of this truncated lognor- 
mal distribution function, characterized by a number median diameter, D,, and a geometric standard 
deviation (GSD), u,, is shown below: 

a < D l b  
~- dF@*b)(D) (2r)lLlnug exp [-i (w)2] 

d(lnD) - ~ 2 :  d, 1 2 l " U  exp [ -i (&J] d(lnz) 

The surface area and volume distributions are the second and third moments, respectively, of the 
above number (or count) distribution. All have the same value of a,. Thus, if one median diameter and 
u, are known, the other two can be calculated (Crow and Shimizu, 1988). In this manner, detailed infor- 
mation on the ash size distribution can be stored compactly using four quantities: D,, ug, a, and 6 .  For 
example, for the Upper Freeport as I ,  these numbers are 9.3 pm, 2.76, 1.2 pm, and 60 p m ,  respectively. 
The median diameters by number count and area are respectively D,=0.4 pm and D.=3.3 pm. 

The above function was found to fit the size datavery well, and the best-fit values of median diameters 
and GSD are shown in Table 2. The values of D, and u, tend to fall in the ranges of 9-15 p m  and 2.0-3.0, 
respectively with one exception. The San Miguel lignite ash, which is highly cenospheric, contains many 
large particles, and its D, is two to three times larger than that of the other ashes. For many of the ashes, 
the values of D, are below the lower limit of measurement, and the number of particles detected in each 
Multisizer size channel continues to increase with decreasing diameter. Best-fit parameters calculated 
for the data of Wall et al( l981)  were found to be D,=10.5 plm and 0,=2.95, within the ranges observed 
in this study. 
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Table 2: Size parameters for best-fit lognormal functions used to represent the size distributions of the 
fly ashes studied. The truncation limits, (a ,b ) ,  are (1.2 pm,  180.0 p m )  for the San Miguel ash, and 
(1.2 p m ,  60.0 pmj for the remaining ashes. 

4.1 

The geometric diameters of ash particles are determined using an image analyzing program that computes 
the average length of eight ‘chords’ passing through the ‘center’ of the particle as determined by an 
appropriate algorithm. The cumulative undersize 
form of the lognormal distribution plots as a straight line on a log-probability graph. However, for the 
truncated function, there is a departure from the straight line at  the large and small diameter limits. The 
volume distribution obtained from i3e CCSEM data is plotted along with the Multisizer distribution for 
the Kentucky #9 ash in Figure 3. 

It is virtually impossible to prepare a fully deagglomerated ash sample for CCSEM. The freeze-drying 
method used here (Ghosal, 1993) produces well-deagglomerated samples with very few particle clusters 
per SEM frame (which were rejected by limiting the acceptable range of shape factors). However, these 
few ash particle clusters typically consist of numerous small ash particles (1-5 p m )  attached to one or 
two larger particles. Consequently, there is a deficit of small fly ash particles among those analyzed by 
CCSEM. The Multisizer data shous that D,  from CCSEM data is about 40% larger than that of the 
Multisizer distribution. No study of the effect of sample preparation on CCSEM size distribution could 
be located in the literature. 

The difference in the two distributions in the large diameter ranges is due to statistical reasons. 
Because of the much larger sample size, the large ash particles are better represented in the Multisizer 
sample (>150,000 particles) than in the CCSEM sample (%lOOO particles). The Multisizer sampled 23 
particles of diameter >50 pm. Usiilg this data, it is seen that a random CCSEM sample size of ~ ~ 4 0 0 0  
particles is necessary to encounter one particle of diameter >50 p m .  Additionally, i t  is possible that 
some of these ‘rare’ large particles are rejected as part of agglomerates. 

These artifacts explain the depzrture of the CCSEM curve from the Multisizer curve in the smaller 
and larger diameter ranges, respectively. While the median diameter from SEM data depends on which 
of the factors predominatesz, the standard deviation is necessarily smaller because the range of particles 
examined is narrower. Hence, the slope of the size distribution is slightly steeper compared to the 
Multisizer distribution for each ash (Figure 3). These observations illustrate the limitations of measuring 
size distributions of powders with a broad size range using microscopes. It may account for discrepancies 
between ash size distributions measured using SEM and Coulter Counter reported by Fisher et aI(1978), 

Comparison of CCSEM Size Distribution with Multisizer Data 

Size distributions were computed from this data. 

‘For the Kentucky #9 ash, the effect of the shortage of small particles predominates. 
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Figure 3: Comparison of Kentucky #9 ash size distribution obtained with Coulter Multisizer measure- 
ments (combining data obtained using 30 pm and 100 p n  orifices) with CCSEM size data. 

between ash size distributions measired using SEM and Coulter Counter reported by Fisher et a1(1978), 
but not explained. 

5 SUMMARY AND CONCLUSIONS 

Although chemical composition measurement on a particle-by-particle basis using CCSEM confirmed 
significant inter-particle variation, .orrelation between size and composition is seen only for SiOz, and 
SOs. This observation is valid for ash particles with D s 8 pm, which comprise over 90% by number, 
and ~ 5 0 %  by volume, of the ashes in general. From this and other studies (see Ghosal, 1993), it was 
found that a large fraction of the iron is concentrated in relatively few, large particles. Thus, to get 
comprehensive and statistically reliable data using currently feasible CCSEM sample sizes, it appears 
necessary to  perform CCSEM on accurately size-classified ashes. 

Mathematical functions were used to describe oxide distributions in the ash. Cumulative distribution 
functions provide a means of representing the large volume of CCSEM data in a more compact form. 
The loss of oxide-to-oxide composition correlation associated with this representation is not important 
for many applications, such as chars:terization of the optical properties of fly ash. 

Accurate size measurements,made with the Coulter Multisizer showed that a truncated lognormal 
function describes the ash size distribution quite well. The differences between the size distributions 
obtained using the Multisizer and CCSEM are explained in terms of artifacts related to the SEM sample 
preparation technique, and statisticd limitations imposed by sample size. 
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ABSTRACT 

A new preparation method for fly ash samples has enabled characterization of particles as small as 
0.1 pm in diameter, an order of magnitude less than the lower size limit of 1 pm previously used for 
automated scanning electron microscopy. The method involves freeze-drying an ash dispersion on 
vitreous carbon, which provides a very lowxontrast background. The smallest particles can thus be 
imaged and then analyzed using energydispersive x-ray spectrometry. Individual particles in this 
extended size range have been characterized using ash produced through bench-scale combustion of 
Eagle Butte and Eagle ButteKentucky No. 9 blend coals. Distinct size-related compositional 
variations are evident. Supermicron particles consist largely of calcium- and aluminosilicate-rich 
minerals. The submicron fraction is dominated by sulfate-, phosphate-, and chloride-rich particles, 
probably formed through condensation. Their unique composition indicates the importance of 
including these smallest particles in ash characterization. 

INTRODUCTION 

Scanning electron microscope analysis of coal and ash samples yields size and composition data on a 
particle-by-particle basis, information critical in predicting inorganic transformations during 
combustion. Through automated techniques, hundreds to thousands of individual particles can be 
chemically analyzed using energydispersive x-ray spectrometry and image processing. A minimum 
of operator effort is thus required to achieve a statistically significant characterization of the 
sample. 

Electron microscope techniques are commonly applied to coal mineral and ash particles with 
minimum diameters of 1 pm. However, individual-particle analysis is also important for submicron 
ash particles, which form during combustion from both organically associated elements and from 
minerals in coal. 

Organically associated elements in low-rank coals, including Na, Mg, and Ca, and, to a lesser 
extent, K, Fe, and Al, commonly vaporize during combustion. Na, Mg, and K are particularly 
volatile and can condense homogeneously as submicron particles if the ratio of vapor-phase alkali 
elements to ash surface area is large. These particles usually react with SO, to form submicron 
sulfate particles by the time they reach the outlet of the boiler. 

Mineral particles in coal undergo much less vaporization and condensation during combustion. The 
extent of vaporization depends on the composition of the local gas. If air is not vigorously mixed 
with the burning coal particles, reducing zones can exist in the flame. Within the reducing zones, 
SiO, can be reduced to SiO, which is volatile. In cooler zones of the furnace, the Si0 vapor will 
oxidize and condense as small SiO, particles in much the same way as the vaporized Na species. 

Submicron particles can also be produced through size reduction of larger mineral particles when 
decomposition or fragmentation occurs during heating. When rapidly heated, pyrite fractures and, 
upon partial oxidation, forms FeS fragments before melting at  1075°C (1). Calcite (CaC03, siderite 
(FeCOJ, and ankerite (CaFe[CO,IJ also fragment upon decomposition to form submicron particles 
(1). 
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Once formed, submicron particles are difficult to remove from the flue gas stream. When emitted, 
these fine particles contribute far more to plume opacity per unit mass than do larger particles (2). 
?he erect of the h e  partides o n  p!.sme opacity is m k d z e d  because their size distribution peaks 
near a diameter equal to the wavelength of visible light, the particle size with the greatest amount 
of scattering per unit mass (3, 4). Understanding of the composition and formation of submicron 
particles is thus important in mitigating particulate emissions. 

Submicron particles are difficult to analyze with automated techniques because their small size 
places them near the imaging and analytical detection limits of the conventional scanning electron 
microscope. Using a new sample preparation method involving freeze-drying, individual ash 
particles with diameters as small as 0.1 pm can be analyzed automatically in the Tracor-Northern 
automated digital electron micro~cope (ADEM). The new technique is termed scanning electron 
microscopy with image analysis (SEM-IA) and is generally similar to computercontrolled scanning 
electron microscopy (CCSEM). The technique and test results are described below. 

METHODS 

Sample Preparation. Coal fly ash was produced in a bench-scale drop-tube furnace, as described 
elsewhere (5). Samples were prepared by freeze-drying a small amount of dispersed particles onto a 
substrate of vitreous carbon (6). Vitreous carbon is used because its exceptionally smooth surface 
allows unambiguous identification of small particles. Freezedrying maintains a uniform separation 
between particles. 

Data Acquisition. The Tracor-Northern ADEM is used for SEM-IA of the freeze-dried sample 
preparations. It has a spatial resolution of 0.1 pm, allowing analysis of the smallest ash particles. 
A low accelerating voltage (7 kV) is used to keep the excitation volume within the particles and to 
improve imaging. Secondary electron imaging (at 10,000~ magnification) and derived binary images 
are used to locate and measure the size of each particle. The image analysis consists of acquiring 
25 digital images of each field of view, then averaging them to remove noise. 

After an average image has been formed, individual ash particles are automatically sized, then 
analyzed for chemical composition using energy-dispersive x-ray spectrometry (EDS). The system is 
configured to detect Na, Mg, Al, Si, P, S, C1, K, Ca, Fe, Ba, and Ti. Spectra are acquired for 
15 seconds at 300 PA. A relatively low beam current is used to minimize sample damage. Spectra 
collected using these parameters generally contain sufficient x-ray counts to identify the elemental 
composition of most submicron particles. The use of a low accelerating voltage results in decreased 
detection efficiency for many metals, but this does not detract from the analysis of typical 
submicron particles. 

Region-of-interest @OI) integrated counts and particle-sizing information is saved in the ADEM 
computer as each field of view, containing approximately 20 individual ash particles, is completed. 
The light loading of particles is necessary to prevent electron beam overlap onto adjacent particles 
during analysis. Currently, only approximately 200 particles per sample are analyzed because of 
the operator time required to manually select each field of view. 

Data Reduction. After each sample analysis is complete, the data files are transferred to the 
Tram-Northern TN-8500 computer and reduced using the same routines applied to CCSEM data 
(7). The particle classification program PARTCHAR, developed at the University of North Dakota 
Energy and Environmental Research Center, was modified to apply more specifically to submicron 
particles through the inclusion of more sulfate-, phosphate-, and chloride-bearing types and fewer 
metal-rich types. 
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RESULTS AND DISCUSSION 

Fly ash samples produced from Eagle Butte coal and from a blend of Eagle Butte (7W) and 
Kentucky No. 9 (30%) coals were analyzed to test the SEM-IA method. The tests were designed to 
investigate any sampling bias and to compare SEM-IA with CCSEM results for identical samples. 

Morphology. Visual inspection of the freeze-dried sample preparations in the ADEM shows that 
many submicron particles are present. In some instances, several submicron particles are fused 
together, forming irregularly shaped aggregates. Such aggregates are common in fly ash and 
probably form at elevated temperatures prior to emission (8, 9). Alternatively, vapor-phase 
condensation may have occurred following aggregation, smoothing the spherule surfaces together 
through deposition of coatings. No attempt was made to break up these aggregates, as this would 
alter the size distribution of the original sample. 

Test of Sampling Bias: Eagle Butte Ash. It is possible that operator selection of fields of view 
could result in overrepresentation of the smallest particles. However, large agglomerated groupings 
of particles are sometimes present in the sample preparation (probably the result of overloading the 
sample suspension), and so some operator discretion is necessary. A single freeze-dried preparation 
of Eagle Butte fly ash was analyzed twice using the SEM-IA method first using fields of view 
selected because they contained relatively high proportions of submicron particles, then using 
randomly selected areas. 

Size distributions for the two runs are shown in Figure 1. The results were similar, with both size 
distributions peaking at a particle diameter of 0.4 pm. The run emphasizing submiwon particles 
has a second peak at a particle diameter of 25 pm, indicating large particle agglomerates were 
encountered in the areas analyzed. As mentioned above, these agglomerates are an artifact of the 
sample preparation procedure. The agglomerates are readily identified by their size distribution 
curve, which is distinctly separate from the curve representing the submicron particles and can 
easily be removed from the data set after the analysis is completed. 

The results of these two runs suggest that the true size distribution of the sample is accurately 
measured by the SEM-IA method. The peak at  diameter 0.4 pm may indicate a uniformity of ash. 
formation processes leading to a consistent particle size. 

L 

i t 
L 

Comparison of SEM-IA and CCSEM Methods: Eagle Butte Ash. In order to directly compare 
SEM-IA and CCSEM results, the same freezedried dispersion of Eagle Butte fly ash was analyzed 
using both SEM-IA and CCSEM. In addition, a standard dispersion of the same ash sample was 
prepared and analyzed using CCSEM. Results are shown in Table 1. Particle compositions for the 
SEM-IA and CCSEM analyses are completely different, whereas the results for the two CCSEM 
runs are similar. Particles detected using SEM-IA are predominantly sulfate-, phosphate, and 
chloride-rich, whereas those detected through CCSEM represent an assortment of minerals, mostly 
Ca-rich, including Ca aluminate, Ca silicate, gypsdAl-silicate, Ca-Al-silicate, and others. A minor 
number of sulfate-rich particles were also detected through CCSEM. 

The compositional variations between the SEM-IA and CCSEM data seta reflect the different size 
ranges represented by the two types of analyses. In the SEM-IA run, the maximum particle 
diameter in Table 1 was 1.6 pm. Large agglomerates, with diameters of 25 pm and greater, are 
sample preparation artifacts and were not included in the table. The CCSEM analyses include only 
particles with diameters > 1 pm, and so most of the particles detected using SEM-IA would not be 
included in the CCSEM results. 

It is less clear why the SEM-IA results do not include many particles with diameters in the low end 
of the CCSEM size range, i.e., those with diameters of 2 to 10 pm. Apparently the fields of view 
selected for SEM-IA analysis contained few or no particles in this range, in contrast to the areas 
used for CCSEM. Only a very small area of the sample was used to obtain data for 226 particles 
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through SEM-IA. The CCSEM analysis of the same freeze-dried preparation included a much larger 
area (at lower magnification), yielding data for 453 i;a%ides. 'The CCSEM analysis of the standard 
dispersion included 1013 particles. In the future, SEM-IA runs will be lengthened to make them 
more directly comparable with CCSEM analyses. 

The distinct compositional variation between the submicron size fraction (as measured using 
SEM-IA) and the supermicron fraction (measured using CCSEM confvms that they are formed 
through different processes. Condensation of alkali vapors is evidently the primary mechanism for 
formation of submicron particles, while the mineral-rich content of the supermicron particles 
indicates they probably formed through decomposition and fragmentation. 

Comparison of SEM-IA and  CCSEM Methods: Eagle ButteKentucky No. 9 Blend Ash. The 
SEM-IA method was also evaluated by comparison with CCSEM results for ash from the Eagle 
ButteKentucky No. 9 70%/30% blend. In this case, a freeze-dried dispersion was analyzed using 
SEM-IA, and a standard dispersion prepared from the same sample was analyzed using CCSEM 
(Table 2). As for the Eagle Butte ash samples discussed above, the results for the blend ash show 
distinct size-related compositional variations. The SEM-IA results, which include data for particles 
with a maximum diameter of 1.6 pm only, are dominated by sulfates, phosphates, and chlorides. No 
typical coal minerals were identified in the SEM-IA data set. Almost half of the particles identified 
using SEM-IA did not fit into any of the defined compositional categories and were thus classified as 
"unknown." These unclassified particles contain Si, Al, Mg, Ca, Na, S, C1, and other elements in 
varied proportions and may represent coated mineral particles. 

The CCSEM data for the blend ash indicate a range of minerals. As for the Eagle Butte ash, the 
mass of the blend ash analyzed using CCSEM is concentrated in particles with diameters from 1 to 
10 pm. The CCSEM results for the blend ash indicate more sulfate-rich particles and fewer Ca- 
bearing particles than do the results for the Eagle Butte ash. 

CONCLUSIONS 

SEM-IA results clearly indicate a size-related shift in composition, from mineral-rich particles in the 
supermicron fractions, to sulfate-, phosphate-, and chloride-rich particles in the submicron fractions 
of both Eagle Butte and Eagle ButteKentucky No. 9 blend ashes. The distinct compositions of the 
t w o  size fractions confirm that they form through different processes, probably primarily 
fragmentation and coalescence for the supermicron particles and vaporization and condensation for 
the submicron particles. The unique compositions of particles in the submicron fraction suggest 
that individual-particle analysis of these smallest particles is essential to  achieving an overall 
understanding of the transformations occurring during combustion. 
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Table 1. Compositions, in Weight Percentages, for Eagle Butte Fly Ash 

Particle SEM-IA Run CCSEM Run CCSEM Run 
Type (freeze-dried) (freeze-dried) (standard) 

Quartz 0 3.8 6.5 
Iron Oxide 0 1.6 0.2 
Periclase 1.6 0 0 
Alumina 0 0.3 0 
Calcite 0 0.7 0.8 
Dolomite 0 3.0 5.0 
Kaolinite 0 1.5 0 
Ca Al-Silicate 0 5.0 6.2 
Na Al-Silicate 0 4.3 2.3 
Mixed AlSilicate 0 1.6 1.1 

Ca Aluminate 0 17.3 24.4 

Phosphate-Rich 16.2 0 0 
Chloride-Rich 11.4 0 0 
GypsudAl-Silicate 0 5.8 2.8 

Ca-Rich 0 5.9 2.9 

unknown 28.1 37.7 39.9 
TOTALS 100.0 100.0 100.0 

Ca Silicate 0 6.5 2.6 

Sulfate-Rich 42.7 2.0 1.3 

Si-Rich 0 0.6 1.6 

Ca-Si-Rich 0 2.2 2.6 
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Table 2. Compositions, in Weight Percentages, for Eagle ButteKentucky No. 9 Blend Ash 

Particle Type SEM-IA (freeze-dried) CCSEM (standard) 
Quartz 0 6.5 
Iron Oxide 
Rutile 
Alumina 
Calcite 
Ankerite 
Kaolinite 
Montmorillonite 
K Al-Silicate 
Fe Al-Silicate 
Ca Al-Silicate 
Na Al-Silicate 
Aluminosilicate 
Mixed AI-Silicate 
Ca Silicate 
Ca Aluminate 
Sulfate-Rich 
Phosphate-Rich 
Chloride-Rich 
GypsudAl-Silicate 
Si-Rich 
Ca-Rich 
Ca-Si-Rich 
Unknown 
TOTALS 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
24.5 
13.4 
14.7 
0 
0 
0 
0 
41.4 
100.0 

0.5 
0.1 
0.1 
1.4 
0.2 
6.3 
1.8 
0.5 
3.9 
9.2 
9.1 
0.1 
2.4 
1.9 
1.4 
17.7 
0 
0 
3.0 
3.0 
0.1 
0.6 
29.4 
100.0 
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Figure 1. Size distributions for SEM-IA results for Eagle Butte ash, using a freeze-dried 
sample preparation. 
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ABSTRACT 

Calcium is one of the most abundant elements found in low rank coals and plays a 
major role in  ash fouling and slagging processes that result in reduced boiler 
efficiency during combustion of such coals. The form of occurrence of calcium in the 
parent coal and its interaction with other mineral matter in coal and with gaseous 
components during pulverized coal combustion govern the fundamental mechanisms 
in ash formation and ash characteristics. Several lignite and bituminous coals and 
their combustion products have been analyzed using Computer Controlled Scanning 
Electron Microscopy (CCSEM). Comparison of combustion tests carried out in 
different size furnaces indicate minor differences in the calcium behavior implying 
that the form of occurrence of calcium in the coal is more important than the scale 
of test facilities in determining the fate of calcium and other elements. Hence 
comparative combustion experiments carried out in small scale test facilities can 
accurately reflect the behavior of coal in utility boilers. Depending on its occurrence, 
calcium may react with clays to form molten Ca-aluminosilicate slag or may react 
with SO, and volatile Na to form Ca-Na sulfates. 

INTRODUCTION 

In low rank coals, calcium is predominantly dispersed in the macerals and is bound 
to carboxyl groups, whereas in bituminous coals, it  is present as the discrete mineral, 
calcite (1). This difference in the form of occurrence plays a major role in the 
behavior of calcium during combustion. Past work indicates that both forms of 
calcium eventually react with clay minerals to form a molten glassy phase (1,2). The 
extent to which glass formation takes place depends on the mineral types, size and 
amounts in the original coals. 

This paper investigates by means of the computer controlled scanning electron 
microscopy (CCSEM) technique, several reactions of calcium that occur during 
combustion, including their reactions with clays. In our research of the behavior of 
different elements during coal combustion, we have examined several low rank and 
bituminous coals and their combustion products from different test facilities of 
varying scale (2). The calcium behavior in ash from several bituminous and low rank 
coals is discussed in order to relate the form of occurrence in coal to ash formation 
processes. Comparative CCSEM analyses on Beulah lignite ash from several test 
facilities are also presented to  emphasize that the size of the test facilities is of 
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secondary importance. 

EXPERIMENTAL 

Combustion experiments a t  three very different size test facilities were carried out 
at comparable temperatures. At  University of Arizona (UA), a 1.8-5.0 kg/hr utility 
grind combustor was used to conduct the combustion tests and the samples were 
collected in size-segregated Anderson impactor plates. At the State Electricity 
Commission of Victoria (SECV), Australia, a 35 kghr pilot scale combustion test 
facility was used and the samples were collected at different locations in the facility. 
At PSI Technology Co. (PSI) and at  MIT, combustion tests were carried out in a drop 
tube furnace (DTF). More specific information can be found in reference 2. Details 
on the CCSEM technique, sample preparations, and analyses are described elsewhere 
(3,4,5). 

RESULTS AND DISCUSSIONS 

Forms of occurrence of calcium in different coals : The four different coals compared 
to illustrate the effect of the form of occurrence of calcium on its interactions during 
combustion are an Illinois #6 bituminous coal, an Eagle Butte sub-bituminous coal, 
a San Miguel lignite, and a Beulah lignite. The forms of calcium in these coals were 
established in previous papers using CCSEM and XAFS techniques (1,2). To 
summarize briefly, calcite is the dominant Ca-bearing mineral in Illinois #6 coal and 
occurs either in close contact with other minerals or as discrete particles. Carboxyl 
bound calcium and a minor phase containing Ca-Sr-ALP, possibly crandallite, are the 
major Ca-rich forms in Eagle Butte coal. In San Miguel lignite, calcium exists in two 
dominant forms: as a carboxyl bound, dispersed through the macerals and as a zeolite 
mineral. In Beulah lignite, calcium is primarily carboxyl bound in the macerals. 

Calcium behavior durinp combustion in different coals : The four coals were 
combusted in DTFs at  MIT and at PSI under similar conditions (7% 0,, approx. 
1750K). The CCSEM analyses of the ash indicate varying degrees of interactions 
between calcium and clays as shown in the volume percentage-ternary diagrams in 
Figure 1. These diagrams show the volume distribution of all the ash particles 
identified by the CCSEM as containing > 80% Ca+Si+Al. 

There is comparatively little interaction between discrete calcite and silicate minerals 
found in Illinois #6 coal during combustion. Some of the calcite remains as CaO 
particles in the ash. 

In the Eagle Butte ash, numerous particles are identified by the CCSEM as Ca-rich, 
which are principally CaO derived from the carboxyl-bound calcium present in the 
coal. Calcium also interacts strongly with the clays and quartz forming Ca- 
aluminosilicate glass and calcium silicate phases (figure lb). The glass phases may 
also form due to reaction of crandallite minerals and the clays. The crandallite 
mineral in the coal, which is a mixture of Ca, Sr, P and Al, probably plays a role in 
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the formation of an unusual Ca-rich calcium aluminate phase seen in the volume 
percentage-ternary diagram. 

The Ca-Si-AI phase in the San Miguel lignite is richer in Si-AI. This is due to the 
presence of the Si-AI rich zeolite mineral in the coal. Any dispersed carboxyl-bound 
calcium must react with clay minerals and adds to the Ca-Si-AI glass phase. The 
majority of the Ca-Si-AI phase is directly formed from decomposition of the zeolite 
mineral. 

Beulah lignite ash shows a n m w  band of composition extending from the Ca-rich 
apex to  the Si-AI border a t  -Si/AI=l. The calcium that is molecularly dispersed in the 
macerals bound to the carboxyl group, apparently coalesces to form CaO. Some of the 
CaO h e s  may react with clays to form Ca-Si-Al phase. 

There is little formation of calcium sulfate observed in any of the DTF ash samples. 
The particle sizes cf the Ca-Si-AI phase are comparable. 

ComDarison of calcium behavior in Beulah coals combusted in different size 
combustors : The UA impactor samples and the SECV ash samples of Beulah lignite 
show a similar calcium behavior to that observed in the DTF samples. Several 
combustion tests were carried out in the UA combustion facility. The CCSEM 
analysis on the size segregated ash samples collected from these tests show Ca- 
aluminosilicate glass as one of the dominant calcium phases. With the decrease in 
the particle size of the UA impactor samples, there is a reduction in the Ca-rich 
(CaO) particles. The Ca-aluminosilicate glass phase is more concentrated near the 
center of the volume percentage-ternary diagram for the finer ash &action (figure 2). 

The Ca-aluminosilicate phase in the SECV ash samples shows similar characteristics. 
The electrostatic precipitator (ESP) ash sample,which consists of finer particles than 
the combustion chamber sample, show a tendency to form a phase shifted towards 
the center of the Ca-Si-AI plot. This shift in the composition is due to the fact that 
the smaller particles yield a more homogeneous glass phase. There is also a 
reduction in the CaO particles in the ESP as observed in the finer UA samples. 

The UA and SECV samples also contain a substantial Ca-S-Na phase which is not 
present in the DTF samples. Figure 3 presents the volume percentage-ternary 
diagrams for these samples. The calcium sulfate phase is formed due to the reaction 
between CaO fumes and the SO, that is present in the gas phase during combustion. 
Sodium with a much lower volatilization temperature, undergoes sulfation in the 
vapor state to form Na$O,. The two sulfates form a Ca-S-Na solid solution on rapid 
cooling. 

The sulfate phase is dominant only in the finer ash samples. This is again attributed 
to the occurrence of calcium in Beulah coal and also to the fact that the sulfate phase 
arises from the h n e s  and the vapor phase. The varied compositional range in 
different samples is expected due to slightly different operating temperatures and due 
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to different sample collection methods. It appears that the combination of the size- 
segregated UA ash samples would cover the entire range of composition found in the 
plot of Ca-SNa in the SECV samples (figure 3). 
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HIGH T E M P E R A T U R E D E S U A T I O N  OF SYNTHESIS GAS 
WITH IRON COMPOUNDS 

Mitri S. Najjar and Dick Y. Jung 
Texaco Inc. 

P.O. Box 509 
Beacon. NY 12508 

Keywords: desulfurization; coal gasification; iron 

INTRODUCTION 

Generally, coal conversion and sulfur removal are performed in separate processing 
units. A combination of these two key steps within a single reaction vessel may lead to a 
more efficient overall process. As part of our efforts to explore this concept, the feasibility 
of adding iron compounds with the coal feed was examined as a means to capture sulfur 
in-situ during the partial oxidation of coal in a Texaco gasifier operating in the slagging 
mode. Iron-based compounds have been previously used as sorbents for sulfur removal but 
most studies have been done at lower temperatures in external desulfurization beds or with 
fluidized bed coal gasifiers. Relatively little work has been done to study high temperature 
desulfurization in conjunction with an entrained flow gasifier. 

To rapidly screen iron oxide as a potential sorbent for sulfur capture, we performed 
theoretical studies and bench-scale testing to study the behavior of coal ashlsorbent systems 
under slagging gasifier conditions. Our theoretical studies included literature searches, 
thermodynamic equilibrium calculations, and predictions of ash/sorbent interactions utilizing 
published phase diagrams. Bench scale tests primarily consisted of mixing the sorbent with 
coal ash and exposing the mixture to synthetic Texaco coal gasification syngas mixtures at 
various temperatures to determine sulfur pick up and coal ash-sorbent-sulfur phase 
equilibria. 

METHODS 

Calculations Equilibrium calculations were performed for the iron sulfideloxide interchange 
reaction under Texaco coal gasification conditions using either oxygen or air as the oxidant 
feed. Tables 1 and 2 respectively list the syngas compositions for oxygen and air gasification 
of Pittsburgh #8 coal at two slag (ash + additive) levels. The compositions shown under 
the heading "Less Reducing" are typical of normal operating conditions. The "More 
Reducing" conditions may be more difficult to achieve in practice because of possible slag 
flow problems at the lower operating temperatures. The corresponding partial pressures of 
oxygen and sulfur were computed using SOLGASMIX'. These computations were 
performed by keeping the moles of oxygen, carbon, hydrogen, nitrogen and sulfur constant 
for each case to study the effects of temperature independently. 

ExDeriments To validate these equilibrium predictions, bench scale drop tube furnace 
equilibrium experiments were performed for selected coal ash-additive systems. The 
apparatus and experimental procedures have been previously described in our related workz 
evaluating calcium compounds as potential in-situ sulfur capture agents. Coal ash samples 
mixed with the sorbent are suspended in a crucible exposed to a continuous flow of 
CO/C02/Ar/S0, gas mixtures that match the computed oxygen and sulfur partial pressures 
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in Texaco coal gasifiers. After equilibration over at least 18 hours, the slag sample was 
rapidly quenched by dropping the filled crucible into a pool of water or cool syngas. The . 
quenched slag sample was then recovered and characterized by optical microscopic 
examination as well as electron microprobe EDX analysis of representative grains to 
measure phase compositions. 

RESULTS 

The results of the equilibrium calculations for the iron sulfide/oxide interchange 
reactions with our various syngas compositions are listed in Table 3. Three major trends 
were observed. The ratio of iron sulfide to oxide activities increases at lower temperatures 
andlor more reducing conditions. Also, if one compares the ratio of iron sulfide to oxide 
activities at the same temperature, one observes that this ratio is higher for the oxygen 
gasification cases relative to the corresponding air gasification case. This suggests that 
oxygen gasification appears to be more favorable than air gasification for in-situ sulfur 
capture with iron as sorbent. Hence, the most favorable case for the iron sulfide/oxide 
interchange reaction involves oxygen gasification at the lowest temperature and the most 
reducing condition. 

SOLGASMIX was also used to estimate the maximum theoretical level of sulfur 
capture in the iron oxysulfide phase assuming two different levels of sulfur in the coal: 2.14 
wt%, and 4.0 wt%. These calculations assume no loss of iron to the silicate phase and 
hence represent maximum availability of iron for sulfur capture. The results shown in 
Figure 1 indicate that a higher p?-&ntage sulfur reduction can be achieved as the sulfur 
content of the coal increases. 

In addition to the above equilibrium calculations, published literature data3-' were 
used to predict the partitioning of iron among the metal, oxide and oxysulfide phases. The 
estimated results at 2200 F are listed in Table 4.  The Fe/S atomic ratio increases from 1.33 
for the "More Reducing, 12% slag" case to 1.43 for the "Less Reducing, 20% slag" case. 
Again, these calculations indicate that iron utilization for sulfur capture is more efficient 
under more reducing conditions. However, the predicted amount of metallic iron is also 
higher at the more reducing conditions. In addition, the activity of iron oxide in the 
oxysulfide phase is lower for the more reducing case. Hence, it is expected that the amount 
of iron that can possibly associate with the silicate phase will be lower for the more reducing 
case since only iron oxide interacts -significantly with the silicate phases. 

Based on these calculations, in-situ sulfur capture due to the possible formation of 
a separate oxysulfide phase appears promising but experimental confirmation is needed. To 
check these calculations, atmospheric bench scale drop tube equilibrium tests were 
conducted using coal ash and iron oxide sorbents exposed to simulated syngas that match 
the computed oxygen and sulfur partial pressures. The results from several bench scale 
equilibrium tests indicate that when iron oxide was added to Pittsburgh #8 coal ash, a 
separate major oxysulfide phase formed in addition to the silicate phase. Typical EDX 
analysis for these two phases from a bench scale test are shown in Table 5 .  The effect of 
temperature on the atomic ratio of iron to sulfur in the oxysulfide phase for FeO/Pittsburgh 
#8 slag mixtures is shown in Figure 2. The Fe/S atomic ratio in the oxysulfide phase 
decreases from about 1.7at 2500 F to about 1.15 at 1800 F. 

CONCLUSIONS 

The feasibility of adding iron-based compounds as potential sulfur capturing sorbents 
during coal gasification was examined using theoretical equilibrium calculations as well as 
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bench scale equilibrium droptube furnace experiments. It is predicted that iron based 
compounds introduced with the coal-water slurry feed can be effective agents for in-situ 
desulfurization under simulated syngas conditions commonly encountered in Texaco coal 
gasifiers operating in a slagging mode. Sulfur capture is enhanced by operating at more 
reducing conditions, lower temperatures and using oxygen as oxidant. Bench scale drop tube 
furnace tests indicate that sulfur capture is significantly increased when iron compounds 
were added to coal ash due to the formation of a new (major) oxysulfide phase in addition 
to the silicate phase. Experimental data support the predicted trend of increasing sulfur 
capture with decreasing temperature. 
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TABLE 1: Syngas composition for Texaco gasification of coal with oxygen.oxidant 

Case Number I n In Iv 
wt% slag (ash+additive) 12 20 12 20 
Syngas Composition, volX 

More Reducing Less Reducing 

co 43.44 41.66 39.09 36.52 
HZ 32.91 32.04 30.12 28.94 
coz 9.32 10.35 12.20 13.53 
HZO 13.11 14.76 17.46 19.91 
CHd 0.03 0.03 0.02 0.02 
Ar 0.06 0.06 0.06 0.06 
Nz 0.45 0.44 0.42 0.41 
HIS 0.64 0.62 0.60 0.58 
cos 0.04 0.04 0.03 0.03 
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TABLE2: Syngas composition for Texaco gasification of coal with air oxidant 

More Reducing Less Reducing 
Case Number I II m N 
wt% slag (ash+additive) 12 20 12 20 
Syngas Composition, vol% 

co 20.14 19.53 15.25 13.89 
H2 14.58 14.73 10.79 10.14 
co2 6.09 6.38 8.28 8.85 
H20 8.18 8.93 10.87 12.00 
CH4 0.05 0.05 0.02 0.02 
Ar 0.61 0.60 0.65 0.66 
NZ 50.06 49.50 53.80 54.11 
HZS 0.27 0.26 0.32 0.31 
cos 0.02 0.02 0.02 0.02 

TABLE3: Computed equilibrium ratio of activities of iron sulfide to iron oxide 
FeO + */is2 = FeS + %S, (a,/a,) for the iron oxide/sulfide reaction 

Case Number I n m Iv 
Oxidant J& Oxvoen Air Oxvgen Air Oxygen Air 
Temp., "F 

1800 10.70 8.23 9.48 7.64 7.69 5.15 6.20 4.48 
2200 5.09 3.93 4.49 3.66 3.66 2.51 2.96 2.20 
2500 3.23 2.59 2.86 2.41 2.33 1.65 1.88 1.45 

TABLE4: Predicted equilibrium partitioning of iron among oxysulfide and metal phases 
at 2200°F based on literature data 

Case Number 
log,o{Partial pressures} 

s 2  

0 2  
Elemental, wt% 

Fe 
S 
0 

Fe/S wtl-atio 
Fe/S atom ratio 
lbmole/100 lb mix 

FeS 
FeO 
Fe 

a,, 

I 

-4.59 
-12.40 

67.70 
29.00 
3.30 
2.33 
1.33 

0.91 
0.21 
0.10 
0.19 

n 
-4.60 

-12.30 

67.70 
28.30 
4.00 
2.39 
1.37 

0.88 
0.25 
0.07 
0.21 

III 

-4.57 
-12.10 

67.70 
27.70 
4.60 
2.44 
1.40 

0.87 
0.29 
0.05 
0.24 

IV 

-4.52 
-11.90 

67.70 
27.00 
5.30 
2.51 
1.43 

0.84 
0.33 
0.04 
0.26 
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TABLES: Selected EDX analysis results from bench scale testing 

0.2 

EDX Microanalysis Calculated Ratios 
Particles - Fe S N3 si pe/S)., @&.i)., 
Oxysulfide phase 67.53 25.59 2.15 1.51 

69.68 24.28 2.06 1.64 
69.67 24.10 2.02 1.65 
67.86 25.95 2.02 1.49 

- _  -. -_ -_ -.. -_ 
..... 

- - -v . .  ....--.- 
. - ... 

Silicate phase 50.28 1.48 1.48 25.64 
43.63 1.42 1.42 34.62 
49.63 1.55 1.47 30.34 
50.98 1.52 1.38 28.65 
46.57 1.31 1.40 33.40 

1.96 
1.26 
1.64 
1.78 
1.39 

Figure 2: Effect of temperature on oxysulfide phase composition for FeO sorbent and 
Pittsburgh #8 coal ash slag mixtures 
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INTRODUCTION 

Petroleum coke is a waste product which is produced in large quantities in refineries 
throughout the U. S. Traditionally, petroleum coke has not been a boiler fuel of choice due 
to its relatively high sulfur content. Its burning in conventional pulverized cod-fired boilers 
is not desirable unless costly flue gas desulfurization is available or the coke is blended with 
coal to achieve acceptable sulfur emissions. However, in a CFB the coke can be effectively 
utilized in an environmentally sound manner by using a sorbent material for sulfur capture. 

Based on experience with heavy oil fired boilers, vanadium in the fuel can result in the 
formation of low-melting compounds and consequent backpass deposits. In a CFB, 
vanadium can cause additional concerns of agglomeration in the combustor or loop seal due 
to molten ash compounds. When petroleum coke is burned, vanadium will ultimately oxidize 
to vanadium pentoxide (V,O,), which has a melting point well below nominal combustor 
temperatures (1275°F). In addition, other constituents in the coke ash and calcium-based 
sorbents can react with vanadium to form complexes with low melting temperatures. This 
paper presents simple laboratory techniques which were developed for assessing the 
agglomeration potential from petroleum coke firing. The results of this work helped define 
CFB operating conditions and identify s o l i  additives which minimize ash agglomeration. 

EXPERIMENTAL 

Several laboratory tests were utilized for evaluating the potential of ash agglomeration from 
petroleum coke f ~ n g .  These tests included measurement of ash sinter strength, electrical 
resistance and "hot" angles of repose/iiternal friction. These tests were conducted with loop 
seal ash (j-valve) taken from a full scale 100 MW CFB firing 100 percent delayed petroleum 
coke. 

Analyses of the petroleum coke ash and j-valve ash are shown in Table 1. The petroleum 
coke contained 0.51% ash, with V,O, and NiO contents of 57.0% and 10.2%, respectively. 
As expected the concentration of nickel and vanadium in the j-valve ash were much lower as 
a result of dilution from the limestone sorbent. Ash fusion temperatures are shown in Table 
2. The ash fusion temperatures were considerably lower for the pure coke ash due to its 
relatively high vanadium content. As expected the ash fusion temperatures were lower in an 
oxidizing atmosphere, since vanadium compounds in a reduced state have much higher 
melting points than vanadium pentoxide. Particle size analysis showed that the j-valve ash 
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received at the laboratory was fairly fme and had a Dso of about 150 microns. 

Ash sintering tests were performed with the j-valve ash in order to evaluate the effect of 
time, temperature and atmosphere on ash panicle-to-particle bonding. This test has been 
used extensively in the past for evaluating the backpass fouling tendencies of coal ashes in 
p.c.-fred boilers (1, 2). lh i s  simple test involved heating a compacted ash sample in a tube 
furnace under an artificial atmosphere to a desired temperature for a specified period of time. 
After cooling the sample was measured to determine the extent of shrinkage, then crushed 
with a Buehler metallurgical press D measure the compressive suength. The accuracy of this 
machine yielded strengths which were 2 25 psi; an average strength was obtained by 
crushing triplicate samples. Both shrinkage and compressive strength are parameters which 
give an indication of the extent of agglomeration. The effect on sintering of chemical 
additives containing magnesium (MgO and dolomite) was also evaluated. 

In conjunction with these sintering tests, electrical resistance measurements were performed 
on ash compacts as a function of temperature. This test is much more sensitive than 
conventional ash fusion tests and has been used to determine the temperature at which race 
ash components melt (3.4.5). These tests were accomplished by placing ash in a crucible 
(0.5 in dia x 1.0 in high) between two platinum foil electrodes and measuring the electrical 
resistance with a Fluke multimeter. The ash sample was heated in air at a rate of 10"F/min 
to a temperature of 1800°F. 

A simple test was also used to measure the angles of repose and internal friction of j-valve 
ash sFples  at temperatures up to about 1500°F. This test can provide important information 
related to the flow properties of ash in a CFB loop seal. In this test, about 3 Ib of ash was 
placed in a 5 inch diameter quartz cylinder centered on ceramic insulation with a 1 inch 
diameter hole. A stainless steel strip was used to cover the hole and act as a slide gate to 
allow flow. This setup was placed on ceramic bricks in a box furnace which was then 
heated at a rate of about 5"F/min in ah at temperatures between 1100°F and 1500°F. After 
the furnace was heated to the desired temperature, the stainless steel strip was removed 
which then allowed the solids in the cylinder to flow. The dimensions of the ash pile and 
the remaining ash in the cylinder were then measured with calipers to calculate the angles of 
repose and internal friction (see Figure 1). 

RESULTS AND DISCUSSION 

Ash sintering test results are shown in Table 3 for the j-valve ash; the effect of temperature, 
time and atmosphere were evaluated in these tests. Heat treatment temperature was shown to 
have the most significant effect on the compressive strength of ash compacts sintered in a 
gas mixture containing loo0 ppm SOJair. This gaseous environment was used to simulate 
that present in the bed of the CFB. No measurable compressive strength was observed until 
the ash was heated up to 2ooo"F. However, the ash compacts revealed minor shrinkage 
when sintered at temperatures less than 2ooo"F. thus indicating that agglomeration was 
occurring. 

Table 4 lists some of the possible low melting point constituents in the j-valve ash. Even 

1223 



though the j-valve ash contained only 0.8% V,O,, other ash and sorbent constituents can 
interact with vanadium to yield phases with melting points of less than 1650°F. Formation of 
these low melting phases was probably responsible for the shrinkage of the ash compacts 
below 2000°F. The development of sinter strength at 2ooo"F was probably due to increased 
liquid phase formation, coupled with a lower liquid phase viscosity. Ceramic literature has 
shown that the rate of agglomeration in the presence of a liquid phase is inversely 
proportional to the viscosity of the liquid phase (6). Ash samples heated to 2000°F appeared 
to have a liquid layer on the surface which actually became bonded to the alumina crucibles 
upon cooling. The compressive strength of the sintered ash compacts increased by a factor 
of three as the sintering time was increased from 2 to 18 hours (Table 3). This threefold 
increase in sinter strength is consistent with ceramic data which shows that the rate of ash 
sintering is proportional to time to the one-half power (6 ). 

The compressive strength was found to be higher for samples sintered in the SOJair 
atmosphere compared to those sintered in air and a 1000 ppm CO/N, mixture. The higher 
compressive strength of the sample sintered in the atmosphere containing SO, was probably a 
result of bonding from the sulfation of unreacted CaO. The lower compressive strength of 
the ash sintered in the reducing atmosphere may be due to more vanadium being present in a 
reduced state. As shown in Table 4. the melting point is much higher for vanadium trioxide 
and teaoxide (V,O, and V,OJ compared to V,O,). 

Sintering tests were also performed with additives containing magnesium. These additives 
included a commercially available boiler additive (88.5% MgO) and a calcined dolomite 
containing about 40% MgO. Magnesium compounds have been used extensively to inhibit 
corrosioddeposition in gas turbines firing residual oil fuels containing vanadium. In gas 
turbines the magnesium reacts with vanadium in the fuel to form Mg,V,O, which has a much 
higher melting point than V,O,. Sintering test results showed that the addition of 1 wt% of 
the boiler additive greatly reduced the compressive strength of the ash compacts. Calcined 
dolomite was also shown to reduce the ash sinter strength, but to a lesser degree than the 
boiler additive probably due to the lower concentration of magnesium in the dolomite. 

Electrical resistance measurements are shown in Figure 2 for the j-valve ash as a semi- 
logarithmic plot of resistance versus inverse absolute temperature. As shown in this plot, 
there is a change in the slope of the plot at a temperature of about 1300°F. This sharp 
increase in the slope of the log r versus inverse absolute temperature curve has generally 
been attributed to trace melting on particle surfaces, which consequently allows increased 
electrical conduction (3). This technique is much more sensitive than conventional ash 
fusion tests and can detect the melting of minor ash constituents (-1%). The onset of melting 
in the j-valve ash appears to coincide with the melting point of vanadium pentoxide, though 
it could actually be due to other ash eutectics with vanadium (Ni and Ca). Resistance 
measurements were also performed with ash containing 1% of the boiler additive, in order to 
elucidate the role of vanadium on melting. As shown in Figure 2, there was no change in 
the slope of the log resistance versus 1lT plot, possibly indicating that the magnesium was 
reacting with the vanadium to form a higher melting point material. 

A several inch thick deposit taken from the upper cyclone of the 100 MW coke fued CFB 
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was also studied in laboratory tests. The ash chemical analysis in Table 1 shows that the 
deposit was enriched in vanadium (3.4% vs. 0.8%). As expected the ash fusion temperatures 
were much lower for the deposit compared to the j-valve ash due to this enrichment. The 
compressive strength of this deposit (3500 psi) was much higher than the laboratory sintered 
ash samples; this difference was probably due its higher vanadium content and extended 
exposure to elevated temperatures. A piece of this highly fused deposit was ground to less 
than 100 mesh (149 microns) for elecmcal resistance measurements. As shown in Figure 2, 
the deposit also had a lower onset of melting than the j-valve ash (1250 vs 1300°F). 

I' SEM photomicrographs of the inner deposit layer and middle cross-section are shown in 
Figure 3. The deposit appeared to have been fairly molten and contained particles on only 
several microns in diameter. Semi-quantitative XRD analysis showed that the deposit was 
relatively consistent throughout in Ca, S and V concentrations. It was likely that vanadium 
interacted with calcium in the sorbent to form a low melting, low viscosity phase which 
promoted particle-to-particle bonding. The phase diagram for the CaO and V,O, system 
shows equimolar concentrations of V,O, and CaO form a low melting eutectic at 1432°F. 
Even though most of the outer surface of sorbent particles would be a sulfated shell (CaSO,), 
some portion of the surface could be CaO due to amition. This CaO on the surface could 
then react with vanadium. Phase equilibria between V,O, and CaSO, could not be found in 
the literature and is an area for future work. 

The results of ash flow tests are summarized in Table 3. For the j-valve ash without 
additive, the angles of repose and internal friction began to increase at about 1300°F. This 
temperature is approximately the same temperature at which the elecmcal resistance 
measurements show trace melting within the ash. When the temperature was increased to 
1400°F. the solids would not flow and remained hung-up in the cylinder. A crusted layer 
was observed on the top of the ash along with weak agglomeration throughout the cylinder. 
With 1% of the boiler additive, the ash was observed to flow freely at temperatures up to 
1500°F. Apparently, the MgO in the additive increased the melting point of eutectics and 
prevented agglomeration. 

The extent of melting in this test appeared minor, but sufficient to inhibit the flow of solids. 
As a result, poor fluidization zones should be avoided in a loop seal since defluidized ash 
could agglomerate over a period of time, even at relatively low temperatures. This problem 
can be compounded in a full-scale CFB due to the weight of the column of solids causing 
pressure sintering. 

SUMMARY AND CONCLUSIONS 

Even though petroleum coke is relatively low in ash, several thousand ppm of vanadium in a 
coke can cause concern for ash agglomeration problems in a CFB loop seal. Laboratory tests 
showed that two major operating parameters can have a significant effect on controlling 
agglomeration. First, combustor temperature has a strong effect on the formation of low 
melting vanadium eutectics and the rate of agglomeration. Second, defluidization of 
combustor ash can lead to sintering at relatively low temperatures since dense packing 
promotes particle-to-particle bonding. Commercial experience with petroleum coke f m g  has 
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shown that maintaining the combustor temperature below 1700°F has helped eliminate the 
formation of cyclone deposits. Likewise, proper fluidization in the loop seal has been shown 
to reduce agglomeration of settled ash over a long period of time. Magnesium-based solid 
additives can also be utilized as a means of controlling vanadium related ash agglomeration. 
Although commercially available boiler additives can reduce agglomeration in laboratory 
tests, they are probably not viable candidates for commercial units due to cost considerations. 
On the other hand dolomite as a source of vanadium should be considered, provided it has 
the proper size distribution to interact with vanadium. 
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Table 1 Composition of Ash from LOO NU CFB 

10.2 0.2 0 .7  

57.0 1 .4  3.8 

1.6 48.0 48.0 

Y w 3  5.9 0.1 0.3 

Fe.0. I 4.5 I N i l  I N i l  

Temperature 'F 
Compressive 

Duration, h r  Atmosphere Strength, Psi  

1800 2 

Table 2 Fusion Temperatures o f  Ash from 100 MU CFB 

SO,/air 0 5 

Table 3 S i n t e r  Test Results w i t h  J-Valve Ash 

2000 2 SOJair 320 25 

2000 2 a i r  200 18 

1% MgO a d d i t i v e  added 
** 1% calcined dolomite added 
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Compound Melt ing Point, 'F 

Calcium Sul fa te CaSO. 2642 

Nicke Oxide NiO 

Sodium Sul fa te Na,SO, 

Vanadium t r i o x i d e  V,O, 

Table 5 Angles of Repose and In ternal  F r i c t i o n  
f o r  J-Valve Ash 

3194 

1616 

3510 

Vanadium tet rox ide VzO, 

1228 

3578 

Vanadium Pentoxide V.O. 1274 I 
Calcium Metavanadate CaO.V,O, 

Sodium metavanadate Na,O.V,O, 

Nickel pyrovanadate ZNiO.V,O, 

1432 

1166 

1650 

F e r r i c  metavanadate Fe,O,.V,O, 1580 

Temperature. 'F 

1500 

1400 

1300 

1200 

1100 

Cold 

No Addi t ive 1% HgO a d d i t i v e  
Angle, deg. Angle, deg. 
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100.000 
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------ 

( a )  inner  l a y e r  
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(b)  cross-secciun 

F igure  3 SEM photomicrographs and EDX spectra f o r  cyclone deposit:  
( a )  inner  l a y e r  and ( b )  cross-section 
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INTRODUCTION 

The size distribution of particulate matter was measured by Piper 
and Nazimowitz (1985) in Unit 110 at the 59th Street Station of the 
Consolidated Edieon Co. of New York. while firing low-sulfur residual 
fuel oil. The particles were collected using a low pressure cascade 
impactor placed in the flue gas at the stack breeching, where the gas 
temperature was 450 K (350°F!. As shown in Figure 1 the particle size 
distribution has three distinct modes. thought to Correspond to the 
following types of particles, from largest to smallest: 1. Unburned 
residues of coke formed on loss of volatile matter from spray droplets, 
2. Residues of ash left on burnout of coke particles and fragments, 
3. Submicron ash particles formed by vaporization of metal atoms and 
metal oxides from burning coke, followed by nucleation, condensation, 
and coagulation of the vapor. Because of the high temperature at the 
sampling location, sulfate was not expected to have been a significant 
fraction of the particulate matter. Also, because of the long 
residence time in the unit and high excess oxygen. soot is not expected 
to have been a major contributor to the submicron particles. The 
problem is to relate the size distribution and concentration of ash and 
unburned coke to fuel properties and combustion conditions. 

The yield and size of coke particles formed in a boiler flame are 
considered by McElroy et al. (1992) and Urban, Huey, and Dryer (1992). 
Calculations of the emission of unburned coke and its size distribution 
are described by Walsh, Olen, and Washington (1992) and Walsh, Mormile, 
and Piper (1992). In the present preprint we focus on the two peaks 
associated with ash, at the left and near the center of Figure 1. 

SUBMICROMETER ASH 

There are two principal problems associated with a calculation of 
the size distribution of particles formed from the inorganic matter 
which vaporizes: determination of the amount of ash vaporized, and 
calculation of the sizes of particles resulting from coagulation of the 
fine particles formed on nucleation and condensation of the vapor. A 
previous paper (Walsh, Mormile, and Piper, 1992) describes the 
application of the models of Senior and Flagan (1982) and Helble, 
Neville, and Sarofim (1988) to the latter process. The principal 
features of that model are as follows: Metal atoms, suboxides, and/or 
oxides vaporize from burning coke particles and diffuse from the high 
temperature, reducing atmosphere at the coke surface toward the more 
oxidizing free stream. The vapor species nucleate and condense as they 
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move outward, in a sequence determined by their concentrations, the 
oxygen concentration profile in the boundary layer, the rate 
coefficients for oxidation of reduced species, and their vapor 
pressures at the surfaces of the resulting particles (Graham, 1990; 
Qraham et al., 1990). Once particles are formed, diffusion toward the 
free stream is much slower. The primary mechanism for transport of the 
particles then becomes the slow outward flow due to the change in gas 
volume accompanying the reaction 2C + 0, - >  2CO at the coke particle 
surface (Senior and Flagan, 1982). Concentration of ash particles in 
the coke particle boundary layer explains the large sizes of ash 
particles (-0.2 pm) formed during the short time available. 
Coagulation occurs in the boundary layer until it dissipates on burnout 
of the coke, after which coagulation continues at a slower rate in the 
free atream. The geometric standard deviation of the size distribution 
formed by coagulation is given by Lee and coworkers (1983, 1984). The 
process is shown in Figure 2. 

The other component of the submicron ash problem is the 
explanation of the extent of ash vaporization. The model of Quann and 
Sarofim (1982) and Senior and Plagan (1985) was adapted to vaporization 
of inorganic species from residual oil coke. The low sulfur oil 
contained very little vanadium, eo the vaporizing species was assumed 
to be si0 formed by reduction of S i O l  from aluminosilicate droplets 
imbedded in the coke. These droplets are derived from particles 
suspended in the fuel oil, which become incorporated in the coke 
residues. The aluminosilicate inclusions were assumed to be 1 pnt in 
diameter. The fraction of ash vaporized was calculated for coke 
particlee burning at constant size with decreasing density. Voidage 
was assumed to be uniform throughout the burning particles, and to 
increase linearly with time up to the porosity at which the coke 
disintegrates (Kerstein and Niksa, 1985). The effective pore diffusion 
coefficient was estimated from the poroeity (Holmee, Purvis, and 
Street, 1990). The vapor pressure of metal suboxide adjacent to the 
aluminosilicate inclusions was adjusted to reproduce the observed 
segregation of ash between submicron particles and micron-size 
residues. The value giving the beet agreement with the measurements 
was 2.8 x atm. 

The fraction of ash vaporized from emall coke particles was 
limitea by the burnout time, while the fraction vaporized from large 
particles was limited by diffusion. The maximum fraction vaporized 
occurred at a coke particle size of 40 p. near the median size of coke 
formed from the oil spray droplets. For the low ash, low sulfur oils 
and conditions in the postflame region of the boiler, a typical 
fraction vaporized was 80 wt% of the ash in the oil. The calculated 
size distribution of submicron particles is compared with the measured 
dietribution in Figure 1. 

ASH RESIDUES 

Disintegration of the coke particles on approach to complete 
burnout was assumed to determine the size distribution of ash remaining 
unvaporized. In order for this to be a good approximation, the ash 
particles must be uniformly distributed and smaller then the coke 
fragments. The breakup of coke was assumed to generate a Power law 
distribution of fragments having a number-based probability density 
proportional to the -3 power of particle size (Holve, 1986; Quann and 
Sarofim, 1986; Baxter. 1992). This is euuivalent to a uniform 
distribution on a mass basis. Under this aesumption, fragmentation of 
a given size of parent coke particles produces the same mass of 
fragments in every geometrically-spaced size bin from the minimum 
fragment size up to the parent particle size. The size distribution of 
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ash residues left when the fragments burn out is similar to the 
fragment size distribution, but shifted to smaller sizes by a factor 
depending upon the initial ash content of the coke and fraction 
vaporized. The process is shown in Figure 2. All fragments. 
regardless of their parent particle size, were assumed to have lost the 
same fraction of ash by vaporization. The minimum size of fragments 
was adjusted to make the resulting ash residue distribution match the 
observed particle size distribution in the 0.8 to 7 p size range. A 
minimum fragment size of 6 pu gave the best overall agreement with the 
size distribution measurements. 

The calculated distribution of ash residues is shown near the 
middle of Figure 1. The step on the left side of the peak is the 
result of the assignment of a specific value (6 p a )  to the minimum size 
of coke fragments. The shape could be improved by allowing for 
variation in the amount of ash remaining UnVapOriZed in fragments 
derived from different sizes of coke particles, or by introducing a 
more detailed treatment of influences on the fragment size distribution 
(Miccio and Salatino, 1992). 

CONCLUSION 

The fraction of ash appearing as submicron particles in the 
products from combustion of a low sulfur residual oil is consistent 
with the model of Quann and Sarofim (1982) for vaporization of mineral 
particles imbedded in porous coke, accompanied by diffusion of the 
vapor through pores to the external surface. The sizes of the 
particles formed from the vapor are in agreement with the model of 
Senior and Flagan (1982) for coagulation of submicron particles in the 
boundary layer of a burning char particle. 

The sizes of residues formed by the ash remaining unvaporized in 
the coke were assumed to depend upon the sizes of fragments formed on 
disintegration of the coke. The assumption of a uniform mass-based 
size distribution for the fragments, and a minimum fragment size of 
6 p, produced a distribution of micron-size ash particles similar to 
measurements in the 1 to 10 pu range, using a cascade impactor. 
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Figure 1. Emission-based size distribution of particles collected at 
the stack breeching in Unit 110 of the Consolidated Edison Co. of New 
York, using a low pressure cascade impactor (Piper and Nazimowitz, 
1985). The fuel was residual oil containing (wt % ) :  86.64 carbon, 
12.39 hydrogen, 0.23 nitrogen. 0.29 sulfur, 0.37 oxygen, 0.02 ash, 0.5 
asphaltenes (IP 143). and 12 wt ppm vanadium. The API gravity was 
21.3, heating value was 44.1 MJ/kg. viscoeity was 70 SSP at 5Ooc, and 
the pour point was 43OC. The excess oxygen in flue gas was 2.4 mol %. 
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Figure 2. Formation of submicron ash and ash residues during combustion 
of residual oil coke particles. 
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ABSTRACT 

A glut of petroleum coke has made it an attractive source of cheap Btu’s, either as a blended fuel 
or as the primary fuel. Petroleum coke, however, is low in volatiles and contains substantial 
concentrations of vanadium, nickel, and sulfur, which can be sources of combustion and fireside 
fouling or corrosion problems if not properly handled. This paper discusses the combustion charac- 
teristics of the various types of petroleum cokes used for steam raising and the fireside behavior 
of the mineral matter they contain. 

BACKGROUND 

An excess of petroleum coke residues has stirred a greet interest in firing all types of petroleum 
cokes in steam generators used to  produce steam and electricity. The residual coke from a crude 
refining process-considered e residue or byproduct depending upon its utility in the marketplace- 
is low in volatiles end rich in vanadium, iron and nickel. The low-volatile coke produces a char with 
a reactivity similar to  a bituminous coal. Low-volatile fuels are generally fired in an arch-type 
furnace to  induce ignition and ensure flame stability. Attempts have been made to  directly 
extrapolate the fireside behavior of minerals founds in oil to  those retained in the coke. However, 
there is a significant difference in the mechanisms and kinetics of combustion for solid and liquid 
petroleum products, to  significantly alter the behavior of the most troublesome mineral constituents 
found in the solid fuel. Historically. the corrosion-, slagging-. and fouling-free limit for vanadium in 
petroleum cokes is several orders of magnitude higher than the trouble-free limit of 50 ppm set for 
oil. 

PETROLEUM COKE 

The physical properties and the fuel analysis of a petroleum coke depend upon the crude and the 
manner in which it was processed. Petroleum cokes-including delayed coke, fluid coke, needle 
coke, shot coke, and flexicoke-are byproducts of solid residuals from the refining process. 

Delayed coking is an endothermic process in which reduced crude is rapidly heated in a furnace 
batch-wise and then confined to a reaction zone or coke drum under proper conditions of pressure 
and temperature until the unvaporized portion of the furnace effluent is converted to  vapor and 
coke. Products of the coke are gas, gasoline. gas oil, and coke. 
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When charging the coke with highly aromatic feedstocks at high pressures (is., 100 psig), a coke 
wi th  a needle-like structure can be produced. The needle coke has high strength and a low coeffi- 
cient of expansion. It is  preferred over sponge coke for use in electrode manufacturing because of 
its lower electrical resistivity and lower coefficient of thermal expansion. 

A third type of coke is  produced unintentionally during operating upsets, probably as a result of low 
coke drum pressures or temperatures, or low API feed gravities. This type of coke is called “shot 
coke” because it occurs as clusters of shot-size pellets. 

Fluid coke, as the name implies, is generated in a fluidized bed reactor operating at 1000°F. 
Feedstock is sprayed onto a bed of fluidized coke. The thin film of feedstock is vaporized and 
cracked by steam introduced into the bottom of the reactor as the coke laden wi th  feedstock flows 
downward and is withdrawn from the bed. The coke is removed from the reactor where it is fed 
to  the fluidized bed burner. Approximately 25 percent of the coke is spent t o  raise the temperature 
of the reactor coke back to  1000°F and thus provide for the endothermic losses caused by feed- 
stock vaporization and cracking yields from fluid cokes, which are about 75 t o  80 percent that of 
delayed coke. The resultant fluid coke withdrawn from the burner is a solid, spherical particulate 
smaller than 8 mesh (i.e.. < 2380 pml. The coke is very abrasive and can have a Hardgrove Index 
as low as 17. 

The flexicoke is essentially a fluid coke from a process that includes a gasifier loop for gasifying and 
heating the coke leaving the fluidized bed burner in the fluid coke system. The fluidized bed burner 
functions as an intermediate heat exchanger between the reactor and gasifier. Adding the gasifier 
t o  the system increases the yield. Flexicoker yields can be 2 to 40 percent that of delayed coker 
yields. A t  the higher yields, one might expect higher concentrations of ash. The yields may also 
be limited by the initial concentration of minerals in the feedstock u]. 
Table 1 compares the fuel analysis profiles of the various types of cokes described above. Table 2 
compares the mineral composition. 

Combustibilitv of Petroleum Cokg 

The fuel analysis indicates petroleum cokes are low in moisture and ash; consequently, they have 
hi”gh heating values. Unfortunately, they contain less than 10 percent volatile matter and only a few 
percent 0,. making them difficult to  ignite. For ignition to  occur, the specific rate of heat release 
from the oxidation process must exceed the rate of heat loss to the unheated char and the environ- 
ment. Solid fuel particles provide a relatively small surface area for oxidation; and the reactivities 
of the char, compared with the volatiles released during the initial stage of heating, are low. 

To reach a temperature where ignition or self-sustained combustion occurs, the petroleum coke 
particles depend upon radiant and convective heat exchange from the furnace to  compensate for 
the lack of heat of reaction-otherwise provided by the volatiles. Minimizing excess air during 
ignition and the initial stages of combustion supports the rise in char temperature required to  ignite 
the petroleum coke. Furnaces and burners designed for low-volatile fuels generally use refractory- 
lined walls in the immediate vicinity of the burner to  support heating the fuel rather than quenching 
it. They also introduce air stage-wise along the path of combustion, as needed, to  minimize the 
quenching effect of secondary air. As illustrated in Figure 1, an arch-type furnace is used to 
increase the flame length and provide recirculate heat t o  stabilize ignition, as shown in Figure 2. 
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Thermogravimetric analysis (TGA) performed on the various types of petroleum cokes, illustrated 
in Figure 3, qualitatively shows that there is  very little difference in the reactivity of the raw cokes. 
Char generated by heating the cokes samples at 20°C/min to  1000°C is then reheated under air 
at a heating rate of 20°C/min. The thermograms appearing in Figure 4 indicate differences in char 
reactivity are even less once the volatiles have been removed. A comparison of the raw cokes with 
various rank coals, shown in Figure 5, indicate the reactivity of petroleum coke falls between that 
of a medium- t o  low-volatile bituminous and an anthracite. Global kinetic data may be extracted 
for comparison purposes by applying the Arrhenius equation: 

where w = 1 for a first-order reaction. 

All experiments using TGA are performed on a 10-mg sample, -44p in size. Although flexicoke 
appears to  be the least reactive of the petroleum cokes, recent field trials have demonstrated that 
blending of 15-percent flexicoke with a delayed coke resulted in a reduction in carbon loss. It would 
appear that a reduction in particle size associated with flexicoke can compensate for its slightly 
reduced reactivity. Generally, the percent carbon in fly ash from a full-scale boiler runs between 
20 t o  40 percent. This is equivalent to approximately 0.2 to 0.4-percent carbon loss in a coke 
containing 1 -percent ash. 

m o r v  o f Fireside P r o b l q  W ith Heavv Oil Products 

The principal ash-forming elements found in crude oil, as given by Bowden, et at., in Table 3 are the 
same as those found in coal, except for the addition of vanadium, nickel, and zinc @ I .  Both inor- 
ganic and organic, metallic, oil-soluble forms have been observed for several of the elements. No 
matter which forms these elements take, the important point to  note is they are retained essentially 
intact during the refining process and are concentrated in the residual oil. Recent X-Ray Absorption 
Near-Edge Structure (XANES) analysis, performed by the University of Kentucky and illustrated in 
Figure 6, has shown that vanadyl porphins found in heavy oil also remain intact in during the pro- 
cess of forming petroleum cokes. All the elements listed in Table 3 are intrinsic t o  the crude. 
Sodium concentrations may increase considerably if the crude is shipped by sea. However, the 
sodium level should not exceed 50 ppm in the residual oils if they are properly desalted at the 
refinery. Asphaltic-base crudes are generally rich in vanadium-particularly those from Venezuela, 
which often contain more than 500-ppm vanadium. reported as V,O,. Some Middle East crudes, 
as well as some from California, also contain appreciable amounts of vanadium. Paraffinic-base 
crudes usually are free of vanadium Q.41. Refining of the crudes should raise the vanadium levels 
at least an order of magnitude (Le.. 1000 t o  4000 ppm vanadium). 

Corrosion and fouling of boilers fired with residual oil are caused by sodium, vanadium, and sulfur 
in the oil [B-91. The literature attributes high-temperature corrosion primarily to  vanadium, as V,05 
in a molten state. Molten VzOs readily dissolves most refractory and metal oxides, exposing virgin 
metal Surfaces t o  an oxidizing environment. The rate of oxidation is enhanced as the low viscosity 
and surface tension promote the counterdiffusion of Oz to  the metal surface and corrosion product 
from the metal surface. Condensation of sodium sulfate lowers the melting temperature of the 
solution by forming complex vanadates. Thus far, only the complex sodium vanadyl vanadate has 
been identified in actual deposits. During its formation, free 0, is released, increasing the corrosion 
potential at the tube surface. Corrosion is particularly troublesome when the sodium-to-vanadium 
ratio exceeds 0.3, or the sodium concentration exceeds 20 ppm in the oil. The primary approach 
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t o  controlling vanadium corrosion is maintaining surface temperatures below the lowest melting 
vanadate. 

Fouling is caused when the V,O, condenses on fly ash material composed of refractory oxides at 
temperatures above the melting point of the V,O,. Counter-diffusion of the t w o  components at the 
particle surface produces a sticky surface, giving the particle a high potential for sticking. Very high 
concentrations of refractory oxide tend to  dry up the V,O,. If the absorption is complete prior to 
contact with a steam generator surface, fouling is inhibited. If not, severe fouling occurs as a sin- 
tered deposit develops on the tube surface. Fouling can also be caused by incomplete combustion, 
resulting in deposition of soot during operation or poor atomizing during shutdown. Vanadium is 
retained in oil until the last of the petroleum is vaporized, hence the high concentration of vanadium 
and sulfur in petroleum cokes. Unspent oil or carbon that deposits on tube surfaces is rich in 
vanadium and sulfur. Completion of the oxidation of this carbon at the tube surface temporarily 
raises the melting temperature of the ash, allowing it t o  melt and react with other ash on the tube 
surface. On cooling, it solidifies and remains tenaciously attached to the metal surface. 

V,O, or V,O,, which have melting points greater than 35OO0F, will form in the presence of insuffi- 
cient excess air [$I. In this case, the vanadium is innocuous and leaves the steam generator as dry 
ash. 

Fireside Behavior of Mineral Matter in Petroleum Cokes 

Petroleum cokes containing vanadium in concentrations'as high as 4000 ppm have been fired in full- 
scale steam generators since 1957, free of corrosion or fouling except for occasional deposits 
attributed to  either anexcursion in nickel or sodium concentration or operation resulting in total char 
burnout. The deposits, when formed, consisted of nickel vanadates formed as a result of condensa- 
tion of a nickel compound and V,O,. Figure 7 illustrates the crystalline nature of the deposit 
formed. A DTA thermogram on the petroleum coke deposit indicated that t w o  endotherms were 
encountered upon heating-one coincident with the liquidous line for V,O, + Ni(VO,),, and the 
other coincident with the liquidous line of Ni,V,O,-suggesting the presence of Ni(VO,), + Ni,V,O,. 

Combustion tests in a pilot plant of a flexicoke containing 10,000 ppm vanadium, 1700 ppm nickel, 
2.35 percent sulfur, and only 5 percent volatiles in a 100-lblh combustor for 100 hours indicated 
petroleum cokes with very high vanadium concentrations could be safely burned free of corrosion, 
slagging. or fouling. Despite the low volatility, ignition was good. The flame was stable, and the 
carbon loss in the ash ran about 1 7  percent, representing a 99.2 percent carbon utilization. The 
material tested came from a storage pile. Because flexicoke is extremely fine, about 60 percent - 
200 mesh, dirt had been used as a cover or dust suppressant to  reduce wind losses. The dirt 
lowered the vanadium concentration to 50 percent V,O, in the ash and added 31 percent SiO, and 
11.4 percent CaO. Less than 0.3 percent of the total vanadium actually deposited on the convec- 
tion bank tubes. Of the vanadium, 75 percent was captured in the fly ash as silicates and calcium 
vanadates. The remaining 25 percent was unaccounted and included deposited material on other 
surfaces or loss t o  the stack. The analysis of deposits appear in Table 4. The 299-g deposit 
formed took 100 hours t o  accumulate in a combustor designed t o  demonstrate fouling within the 
5-114 hours of testing. Normally, fouling is considered medium if 150 to  300 g forms in 
5-112 hours, and severe if the weight exceeds 300. Subsequent tests performed on the petroleum 
coke with the dirt removed indicate some V,O, was formed and deposited on the convection pass 
probe. Fouling was light and there was no corrosion of carbon steel surfaces restricted to 85OOF 
surface temperatures. 
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CONCLUSIONS 

Formation of vanadium pentoxide during the combustion of vanadium-rich petroleum cokes is 
inhibited by excess carbon in the fly ash andlor additional mineral species such as SiO, or CaO in 
the ash. Petroleum cokes containing as much as 10.000-ppm V,05 have been fired free of corro- 
sion with minimal fouling. 
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Table 1 Fuel Characterization of Petroleum Cokes 

Romm". Wwi.. W l X  
FlrM C U M  84.41 80.20 91.36 S3.8C 

8.61 .A11 7.21 0.66 li Yd.fI* 
1.00 0.72 0.87 0.76 
6.06 7.00 0.67 6.09 

83.44 81.12 98.81 81.28 

Mobt". 6.06 7.- 0.67 6.01 

114.63 14.20 16.121 14.38. HHV. Btvllb 

Table 2 Tvuical Ash Analysis of Various Types of 
Cokes - 

I.1.V.C 
Coke 

10.1 
6.9 
0 2  
5.3 
2.2 
0.3 
1.8 
0.3 
0.8 

12.0 
58.2 

- - 

- 
2910 
2910 
2910 
2910 

2505 
2597 
2609 
261 1 - - 

- 
u)t Cok 
_. - 

13.8 
6.9 
0.3 
4.5 
3.6 
0.6 
0.4 
0.3 
1.6 

10.2 
57.0 

2617 
2910 
2910 
2910 

2299 
2MH 
2Eao 
2880 - 

- - 
Fluid 
Coke 

23.6 
9.4 
0.4 

31.6 
8.9 
0.4 
0. I 
1.2 
2.0 
2.9 

19.7 

- - 

2513 
2527 
2623 
2685 

2003 
2111 
2162 
2236 - - 

- - 
Iexicoko 
rodusti08 - - 

2.6 
1.1 
0.1 
0.8 
1.8 
0.2 
2.1 
0.2 
1 .o 
8.0 

79.0 - 
2196 
2199 
2272 
2322 

2378 
2454 
2521 
2565 - - 

- - 
ericoke 
toto, Ale 

28.2 
2.9 
0.6 
2.7 

10.3 
0.8 
0.5 
0.0 

10.0 
4.5 

39.9 

- 

- 
2222 
2413 
2506 
2800 

2339 
2528 
2676 
2609 - 

Table 1 Principal Ash-Forming Elements in Crude Oil 

Robable Chemical Form 

Figure 1 Utility Style Steam Generator 
Side Elevation 

PRIMARY AIR-WAL 

Figure 2 Downshot Cyclone Burner 
Arrangement 
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Figure 3 Combustion Profiles of Various Types of Petroleum Cokes 
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Figure 4 Combustion Profiles of Various Types of Petroleum Cokes Chars 

I (,, 

100 200 300 400 E40 600 100 BOO 900 $000 1101 lzbo 
-(" , , , 

T.W.?.t"P. 1-El 

Figure 5 A Comparison of Combustion Profiles of Various Types North American Coals 
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Figure 6 Comparison of the Forms of Vanadium in Delayed and 
Fluid Coke with the Porphyrins Found in Oil Using X-ray 
Absorption Near Edge Structure (XANESI Analysis by the 
University of Kentucky 

Deposit Cross Section 

Mag. 15X 

Pure V,O. Crystals 

Mag. 300X 

Figure 7 Scanning Electron Microphotography 
of the Deposit Formed While Firing 
A Petroleum Coke Whose Ash Contains 
85-Percent Vanadium Expressed as V,O, 

Table 4 Summary of Ash Fouling Probe 
Test Results 

Probe Metd Temperature. O F  

Excess Air. % 
Total Deposit Weight. 0 1100 hrs) 

Chemical Composition 

45.4 

7.9 
0.3 
0.0 
0.0 

15.7 - 
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IRON SULFIDE DEPOSITION DURING COAL GASIFICATION 

D. Duane Brooker and Myongsook S .  Oh, 
Texaco R&D, P.O. Box 509, Beacon, NY 12533 

Keywords: Gasification, ash, iron sulfide 

INTRODUCTION 

The partial combustion of coal under reducing conditions in entrained gasifiers and fluidized 
beds is becoming more prevalent. However, very little information on ash deposition chemistry 
from operating units has been published. Instead, most of the work that has been done is based 
on thermodynamic calculations, or laboratory experimentation associated with these 
calc~lations’~~~’. The thermodynamic calculations often indicated that calcium or sodium sulfide 
can form as a sticky slag phase at low temperatures, while iron sulfide should be the prevalent 
at higher temperatures. 

Analyses of deposits from the Cool Water Coal Gasification Project did not identify any calcium, 
sodium, nor solid solution of sodium-calcium-iron sulfides in the SUFCo ash“. Iron sulfide was 
observed around most fly ash particles, but it could not be determined if the sulfide was formed 
from vapor deposition, reaction of H,S from the gas with iron in the flyash, or wetted the 
surface of the siliceous spheres during gasification. Layers of iron sulfide that had encapsulated 
flyash particles within it were noted on water wall tubing and within the deposit. Based on these 
layers, vapor or fume deposition of iron sulfide was thought to have occurred. However, at 
normal gasification temperatures (1300-1500”C), iron sulfide is expected to occur as a liquid 
phase, not in the vapor state. 

An additional opportunity to study iron sulfide deposit formation during gasification occurred 
during a hot gas clean-up run at Texaco’s Montebello Research Laboratory. Pitts. #8, a high 
iron bituminous coal, was gasified during this test. Analysis of the samples yielded similar 
results as with the SUFCo ash from Cool Water, in  that iron and sulfur were enriched on the 
outer surface of the siliceous flyash particles. However, unlike the Cool Water deposit analyses 
where distinct iron sulfide crystals were not observed, numerous euhedral iron sulfide crystals, 
some with siliceous spheres encapsulated in them, formed in the Pitts. #8 deposit. Again, no 
sodium or calcium sulfides were observed. In order to gain a better understanding of deposit 
formation mechanisms during gasification, detailed analyses of the Pitts. #8 deposits were done. 

PROCESS DESCRIF’TION 

The Texaco coal gasification process involves the partial combustion of a water-coal slurry with 
oxygen in a refractory lined vessel’. Operating pressure in the unit ranges from 21-63 atm. 
while the operating temperatures varies from 1260-1538°C. The typical partial pressure of 
oxygen is approximately I O ”  atm. while the partial pressure of sulfur is 10” atm. at gasification 
temperatures. Carbon conversion is over 99%. During gasification, the inorganic material 
encapsulated in the coal particles forms small, molten, spherical (submicron to 100 micron) 
particles that either impact on the refractory lined wall to form a molten slag layer, or is 
entrained in the synthesis gas (syngas) exiting the vessel. Depending on the end use of the 
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syngas, the gas can be cooled by direct water quench, or partially cooled by passing it through 
a syngas cooler. Once through the cooler, the  syngas is then scrubbed and cooled to remove 
over 99% of the sulfur. In an alternate mode of gas clean-up (hot gas clean-up), the particualte 
can be removed by ceramic cross-flow filters, and the sulfur captured by inorganic sorbents. 
Ultimately, the syngas is fed to a gas turbine for electric production, or used as process gas for 
chemical production. 

Following a 20 hour test run for hot gas clean-up using Pitts. #8 coal, deposits were removed 
from a bend in a refractory lined gas transfer line exiting from a radiant syngas cooler at 
Texaco’s pilot unit in Montebello, CA. Gasification temperatures during this run were between 
1370-1482°C. The thermocouple in the transfer line indicated th’at the gas temperature was 
between 870-932°C in the area of deposition. No additives or slag modifiers were used with the 
coal. The initial ash chemistry of Pitts. #8 is given in Table I. 

SAMPLE ANALYSIS 

The deposit was removed from the transfer line without exposing them to water. Pieces of 
castable refractory were adhered to the outer surface of the deposit. The deposit was dark grey 
in color and friable in most areas. Layering occurred throughout the deposit and consisted of 
glass-like materials intermixed with less dense, sintered ash. Stringers of harder ash formed 
throughout the less sintered ash. Polished sections were made using standard reflective light 
polishing procedures for microscopic analyses. 

A JEOL 6300 scanning electron microscope (SEM) with an attached Noran Explorer energy 
dispersive x-ray spectrometer (EDS) was used to analyze the samples. Chemical analyses were 
done using a standardless PROZA correction routine. The SEM showed that the hard, dense 
layers and stringers consisted of devitrofying ash particles, mostly under 2 microns in size. The 
rate of devitrofication appears to have been controlled mainly by the size of the particles in the 
layers; e.g. the smaller the particle size, the denser the layer. EDS analysis indicated that the 
highly sintered layer consisted of calcium alumina silicate and a sintering phase of iron- 
magnesium alumina silicate. Iron sulfide particles having a similar size as the remnant ash 
particles occurred throughout this material (Fig. 1). Also found within the highly sintered layer 
were layers of iron sulfide which contoured the ash layering (Fig. 2). No depletion in iron 
sulfide or iron were noted around the sulfide layers. However, the overall sulfur in the highly 
sintered material was lower than the poorly sintered samples. 

In the more porous, sintered layers, the particle size increased: many flyash particles were 
between 5-10 microns in diameter. Deformation was common with many particles, suggesting 
that the particles were semi-molten at the time of impact. All of these particles were surrounded 
by iron sulfide droplets and crystals (Fig. 3). Most of these particles consisted of calcium- 
potassium alumina siliceous glass with magnesium-iron alumina silicates crystallizing within 
them and on the outer surface. 

On the ID (gas side) of the deposit, there was a layer of poorly sinter ash which was the last 
material to be deposited. In this layer, the flyash particles still maintained their original 
roundness and showed no signs of recrystallization (Fig. 4). Iron sulfide particles were found 
on the outside of some of the flyash, but were smaller in size than those in the sintered material. 
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The deposit chemical composition (Table 11) was compared to the clarifier bottom particles 
(flyash that passed through the transfer line and was water scrubbed from the gas) and slag 
particles. As seen by the bulk composition, iron is similar in concentration in the slag, clarifier 
bottoms, and deposit, but the sulfur concentration increases respectively. However, chemical 
analyses of the individual flyash particles indicate significant differences between those in the 
clarifier bottom and deposit. The siliceous flyash particles in the deposit are iron poor, 
potassium and calcium rich compared to the flyash in the clarifier bottoms. In turn the clarifier 
ash is slightly lower in iron content than the slag. Also, less than 5 % of the clarifier bottom 
particles are surrounded by iron sulfide. 

SEM analysis of broken surfaces of the deposit revealed euhedral iron sulfide crystals up to 1.5 
microns on the outside of the larger particles. Some of these particles were growing around the 
siliceous ash particles into well developed crystals (Fig. 5). X-ray diffraction (done on a Scintag 
Pad V instrument with a quartz standard) indicated that the sulfide occurred as both troilite and 
pyrrhotite. 

DISCUSSION 

Based on the Cool Water and MRL deposits, iron sulfide is the lowest melting phase that occurs 
in abundant on the outside of the ash particles, and is the most likely bonding phase for the ash. 
However, the mode-of-formation of the iron sulfide is not as clear based on these analyses. For 
instance, iron sulfide visibly occurs on the outer surface of less than 5 % of the clarifier flyash 
while every particle in the deposit is coated by iron and sulfur. The discreet iron sulfide 
particles found in the clarifier material consist of spheres or fragments mixed with siliceous 
glass, not euhedral crystals. Also, there exist a clear difference in the clarifier flyash chemical 
composition which is closer to the composition of the slag, and is much different chemical 
composition than the ash in the deposit. Based on the analytical evidence from the deposits, the 
three most likely means of formation of iron sulfide are given below: 

1) Formation of FeS during gasification. During gasification some of the pyrite in the coal 
is converted to FeS droplets with small amounts of FeO (iron oxy-sulfides) and Fe.within them, 
and fume particles. The oxy-sulfide droplets migrated to the outer surface of the siliceous ash. 
Only those ash particles with sufficient iron sulfide on their outer surfaces are sticky enough to 
be deposited. The thermodynamic calculations indicate that iron oxy-sulfide particles are sticky 
at deposition site temperature6. After deposition, the high temperatures in the transfer line 
caused crystallization of the glass, and recrystallization of the FeS. 

A possible explanation for the difference in chemical composition between the siliceous ash in 
the clarifier and in the deposit is the associated mineralogy with the pyrite-rich areas in the coal 
seam (e.& clay rich praticles were more prevalent). Difficulties with this theory include the 
formation of the discreet FeS layers within the deposit, and the large size of some of the FeS 
crystals compared to the loosely bonded ash. Also, not explained is the change in composition 
among the loosely bonded ash, clarifier bottoms, and ash in the deposit. 

2) Formation of FeS from Vapor Phase Species during Cooling. After the particles leave the 
gasifier, a volatile iron species is condensed on the surface of the ash particle and reacts with 
H2S upon cooling to produce an FeS coating. A thin layer of iron and sulfur was observed on 
the outside of the flyash from Cool Water could be indicative of vapor condensation. Other 
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evidence suggestive of vapor formation include the euhedral nature of the FeS crystal, 
encapsulation of siliceous particles within these crystals, and the occurrence of discreet FeS 
layers. 

Vapor deposition of FeS from the gas phase does not appear very likely due to the low vapor 
pressure of FeS. Iron pentacarbonyl, which is a very volatile iron species, is not stable at high 
temperatures and is not expected to play a role in FeS formation. According to our 
thermodynamic equilibrium calculations shown in Table 111, the only likely species of iron to 
be volatile is iron chloride, which may combine with the H2S to form FeS upon cooling. 
However, the importance of FeC1, on FeS formation is not very conclusive as indicated by the 
equilibrium vapor pressure which does not change from 1200 to 900°C 

3) Formation of FeS from Iron in the Glass during Cooling. During cooling the H2S in the 
syngas interacts with iron in the ash. If this mechanism occurs, then iron depletion within the 
siliceous ash particle should be observed. The identification of iron magnesium alumina silicates 
on the surface of the ash in the deposit does indicate that iron is being expelled from the glass 
structure which is recrystallizing to form anorthite. However, no iron depletion was noted 
around the FeS layers. 

Laboratory support of H2S combining with iron to form euhedral crystals was gained from 
several experiments conducted by flowing a H2S-CO-C02 gas mixture through a bed of clarifier 
bottoms ash within a quartz tube. Analysis of the clarifier bottom ash indicated the sulfur content 
went from 3.3 wt. % to 11.3 wt.%. Within the ash, euhedral cyrstals of iron sulfide were 
prevalent and of the same size as the deposit. 

Quite likely, both mechanisms 1 and 3 are occurring based o n  the evidence from Pitts. #8 and 
SUFCo deposits. Hence, the following depositional pathways are believed to have occurred: 

During gasification iron oxy-sulfide particles and fumes are produced along with siliceous 
particles containing iron sulfide. The iron sulfide within the siliceous particles migrate to 
the outer surface of the ash. In the case of Pitts. #8, the Fe& particles in the coal may be 
associated with calcium-potassium alumina silicate clay mineral. 

The ash particles begin cooling downstream of the reaction chamber, where the gas 
temperature is still above the solidification point of the FeS and at the softening point of the 
ash. Additional fume particles collect on the ash. FeS also forms on the outside of the 
particles due to H2S combining with the iron within the siliceous glass. 

FeS fume particles collected on the cooler surface of the gasifier due to thermopheresic 
effect, thus forming a fouling layer. The ash particles that have the thickest FeS layer 
around them adhere to the wall in areas of high turbidity. Once adhered to the wall, the 
glass, which is low melting, begins to sinter and devitrofying forming anorthiteand an iron- 
magnesium alumina silicate. 

During sintering, the oxy-sulfide particles on the outside of the siliceous particles migrate 
to pores in the deposit. At temperatures above lOWC, the iron sulfide already deposited, 
will recrystallized and combine with additional FeS generated from H2S reacting with iron 
from the silicates to form large euhedral crystals of FeS. 

I 

i 
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CONCLUSIONS 

Iron sulfide has been identified as the most likely bonding phase on the outside of flyash 
particles in both low and high iron coals during partial oxidation within Texaco's gasifers. SEM- 
EDS analysis has indicated no other elements (e.g. sodium or potassium) were present in the 
iron sulfide to form a low melting eutectic. Laboratory testing also suggest that the iron sulfide 
can be generated from H,S in the gas reacting with iron from the glass in the flyash. The 
occurrence of discreet layers of iron sulfide within the deposit still remains problematic. Our 
own research will continue to concentrate on determining the interaction between iron and 
hydrogen sulfide in partial oxidation systems, by sintering the clarifier bottoms and ash deposits 
under simulated gasifier conditions. 
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TABLE I 
Chemical Composition of Pitts. #8 Coal 

wt.% 
Na20 1.19 
MgO 0.48 
A1203 20.25 
Si02 38.60 
P205 0.82 
K20 1.56 
CaO 4.54 
Ti02 1.05 
Fe203 22.44 
SO3 8.40 

TABLE II 
Chemical Composition In Deposit (SEM-EDS, elemental wt. %) 

Na Mg AI Si P S K Ca Fe 

BULK 
Gas Side 1.4 2.4 17.7 34.1 0.4 10.9 3.1 8.3 20.1 
Interior 1.5 2.0 17.2 31.0 0.7 11.0 2.4 8.7 24.6 
Clarifier 2.5 2.1 18.6 31.2 x 3.2 2.8 7.9 27.9 
Slag 2.1 1.8 20.6 35.8 x 2.3 2.1 6.0 29.7 

I 

Ave. 15 Particles - Part. GasSide 1.6 1.7 19.8 41.0 1.0 4.3 2.8 7.0 19.7 
Part. Dep 1.5 1.5 19.6 48.1 0.7 1.8 5.0 13.0 7.4 
Part. Clar. 1.8 2.2 22.4 40.5 0.3 1.1 3.1 . 7.2 21.6 
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Table III. Equilibrium Calculation of CI and Fe system under TGP conditions. 

Possible species and phases in system Initial input of species 

I mole mole frac 

I H2 (G) HCI (9) F e S  (1) H2 (G) 23.63 0.24 

GAS' LIOUID 
CO (G) C1 (g) Fe 0 (1) CO(G) 30 0.30 
N2 (G) C12 (g) Fe (1) N2 (G) 12.51 0.12 

H2O(G) Fe(g) s O)* H2 0 (G) 33.09 0.33 
0 2  (G) FeS (g) H2 S (G) 0.75 0.0075 
H2 S (G) FeO (g) SINGLE C12 (g) 0.014 0.00014 

I 

Fe (g) 0.243 0.0024242 S2 (8) Fe(C0)S (9) Fe 6) 
FeC12 (g) FeO (s) System Totals 100.24 

FeS (s) 
Temperature limits extended: max 1226.85 to 1300 T using equation 

EQUILIBRIUM STATE OF SYSTEM AT 40.0 ATM 

Temp("C) 1300 
GAS (Fugacity, atm) 
N2 (G) 5.01 5.01 
CO, (G) 12.01 12.01 
H, (G) 9.45 9.45 
H2 0 (G) 13.24 13.24 
0, (G) 4.5e-11 3.4e-12 
H S (G) 0.28 0.27 
s 2  (9) 1.2e-04 4.8e-05 
c1 (9) 1.2e-07 3.8e-08 
Clz (8) 1.6e-12 6.le-13 
C1 H (G) ].le-02 1.le-02 
Fe (s) 1.3e-07 1.7e-08 
FeS (g) 4.Oe-08 5.5e-09 

Fe(CO), (g) 1.9e-19 4.Oe-19 
FeC1, (G) 2.4e-06 2.Oe-06 

FeO (E) 1.k-09 8.k-11 

~ ~ ~ 8 Q Q  

5.01 5.01 5.02 5.03 
12.02 12.02 12.03 12.06 
9.45 9.45 9.45 9.45 
13.24. 13.24 13.24 13.24 
1.7e-13 5.5e-15 1.Oe-16 8.7e-19 
0.27 0.26 0.26 0.20 
1.6e-05 4.3e-06 9.k-07 l.le-07 
1.Oe-08 2.2e-09 3.8e-10 4.7e-11 
2.k-13 5.4e-14 1.2e-14 1.9e-15 
l.le-02 l.le-02 l.le-02 l.le-02 
1.5e-09 9.le-11 3.2e-12 5.le-14 
5.1%-10 3.8e-11 1.5e-12 2.3e-14 
4.7e-12 1.6e-13 3.Oe-15 2.2e-17 
9.5e-19 2.k-18 8.2e-18 2.9e-17 
1.6e-06 1.2e-06 7.8e-07 4.le-07 

- 700 6Ml 

5.03 5.03 
12.06 12.06 
9.45 9.45 
13.24 13.24 
2.9e-21 2.6e-24 
0.20 0.20 
1.3e-08 l.le-09 
3.8e-12 1.7e-13 
2.2e-16 1.5e-17 
].le-02 ].le-02 
2.le-16 2.4e-19 
1.2e-16 1.9e-19 

8.2e-17 3.le-16 
1.2e-W 2.5e-08 

3.k-20 1.k-23 

LIQUID (gram) 
F e O  (1) 10.37 9.935 9.389 8.704 7.85 0 0 0 
Fe (1) 2.371 2.189 1.974 1.723 1.438 0 0 0 
F e S  0) 4.938 5.759 6.767 7.999 9.493 0 0 0 
s (1) 0.0045 0.0035 0.0026 0.0019 0.0013 0 0 0 

SINGLE PHASES (gram) 

Fe 0 (s) 0 0 0 0 0 0 0 0 
Fe 6) 0 0 0 0 0 0 0 0 
Fe S (s) 0 0 0 0 0 21.36 21.36 21.36 

Note: The Concentrations of H,, H,O, and CO were fixed, and CO, was treated as an iert 
gas (N3 in the calculation. 
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Fig. 1. SEM backscatter image of a well sintered layer in the 
deposit. Bright areas are iron sulfide, light grey - iron 
magnesium alumina silicate, and dark grey - calcium alumina 
silicate. 

Fig. 2. Backscatter SEM image showing iron sulfide layering 
(bright) within a moderately sintered area of the deposit. 
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! 
Fig. 3. Backscatter SEM image showing ash particles in a 
porous part of the deposit. Iron sulfide crystals (bright areas) 
are on the outside surface. The light grey areas are iron- 
magnesium alumina silicates within a calcium-potassium rich 
glass. 

I 

Fig. 4. SEM backscatter image of the gas exposed surface of the 
deposit showing an absence of sintering and devitrofication of 
the flyash. 
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Fig. 5 .  SEM images of iron sulfide crystals growing on the 
outer surfaces of the deposit. Crystals growth can be seen 
occurring around siliceous particles. 
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SILICON CARBIDE-BASED REFRACTORIES 
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P.O. Box 9018 
Grand Forks, ND 58202-9018 
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ABSTRACT 

Several silicon carbide-based monolithic refractories were subjected to static coal ash corrosion tests to 
determine corrosion mechanisms and rates. Two castable refractories with 75% and 85% SIC were 
exposed to two types of coal ash at temperatures from 1090°C to 1430°C. Several plastic refractories 
were exposed to a high-calcium coal ash at 1430°C for over 100 hours. Optical microscopy and 
scanning electron microscopy with energy-dispersive x-ray analysis were used to determine the 
corrosion mechanisms and rates of these materials. 

INTRODUCTION 

Silicon carbide-based monolithic refractories are commonly used in coal combustion environments. 
Their thermal conductivities are superior to conventional materials, such as alumina or chrome-based 
refractories, so they are useful as replaceable, corrosion-resistant coatings on surfaces through which 
heat flow is required. Therefore, they are ideal for use as protective coatings on ceramic heat 
exchangers in advanced coal combustion systems. In these systems, a refractory may be exposed to 
temperatures above 140O0C, but in conventional fluidized-bed combustors, temperatures are several 
hundred degrees lower. Therefore, it is important to understand the interactions between S i c  (silicon 
carbide) refractories and coal ashes in a range of temperatures. 

Previous corrosion experiments focused on structural ceramics (1, 2) and S i c  refractory bricks (3). 
The corrosion of structural S i c  ceramics by acidic coal slags at 1230°C resulted in localized corrosion 
by iron silicides (1). The corrosion by high-calcium, basic slags at 1240°C was characterized by 
uniform corrosion by the dissolution of a protective SiO, layer by CaO in the slag to form calcium 
silicate compounds (2). The corrosion of SIC refractory bricks by acidic and basic slags at 1500°C 
involved the formation of iron silicides, and the basic slag corroded the SIC more rapidly than the 
acidic slag (3). 

Although the literature describes corrosion of SIC ceramics and refractory bricks, little information 
exists on the corrosion of monolithic SIC refractories by coal ash. To determine slag corrosion 
mechanisms and rates, five commercially available S ic  refractories were subjected to static slag 
corrosion tests. The materials were tested at three temperatures, 1090", 1260", and 1430"C, and with 
two types of coal ash, a high-calcium Powder River Basin (PRB) coal and a high-iron Illinois No. 6 
coal. These coals were chosen because they are frequently used by utility boilers, and utility operators 
can use the corrosion information to determine the effects of switching from a bituminous eastern coal 
to a PRB coal. The slag/refractory interfaces were examined after the exposure by scanning electron 
and optical microscopy to determine the corrosion effects and penetration depths. 
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EXPERIMENTAL 

These experiments focused on ash corrosion mechanisms and rates for castable and plastic monolithic 
S i c  refractories. Monolithic refractories are nonbrick materials that are usually mixed with water at 
the application site and develop strength by tiring to produce chemical or ceramic bonds. Two 
common binder materials are phosphoric acid, which produces a chemical bond at 260"C, and calcium 
aluminate, which develops a ceramic bond above 980°C. The castable materials contained calcium 
aluminate binders, and the plastics contained phosphoric acid binders. The Sic  concentrations in the 
castables ranged from 75% to 85% and the SIC concentrations in the plastics from 50% to 70%. 

The samples were prepared according to manufacturer's instructions, and each sample was formed into 
a cup shape to hold the coal ash during the exposure. The samples were then pretired, which caused 
the development of vesicular glass coatings on the plastics, but the calcium aluminate-bonded 
refractories were not affected, so the vesicular glass formation was attributed to the phosphoric acid 
binders in the plastic S ic  refractories. 

The two coal ashes used in the corrosion experiments included a high-calcium PRB coal ash and a 
high-iron Illinois No. 6 ash (Table 1). Approximately 5 grams of ash was placed into the cup of each 
sample, then the samples were heated to temperatures of 1090". 1260", and 1430°C at a rate of 100°C 
per hour. The castables were tested with both coal ashes at all exposure temperatures, and the plastics 
were tested only at 1430°C for 110 hours. All of the samples were quenched in air to determine 
phases present at temperature. then cross-sectioned and examined. 

LOW-TEMPERATURE EXPOSURE- 1090°C FOR 55 HOURS 

The two SIC castables, containing 75% and 85% Sic,  were exposed to both ashes for 55 hours. After 
the exposure, the PRB ash was somewhat sintered, but porous and friable, and the Illinois No. 6 ash 
was well sintered and more dense than the PRB ash. Neither ash adhered well to the S i c  refractory 
substrates, indicating that soot blowing would be an effective means of ash removal at this temperature. 
X-ray fluorescence of the ashes after the exposure showed that they did not react with the refractory, 
and there was no infiltration of the ash into the refractory. 

INTERMEDIATE-TEMPERATURE EXPOSURE- 1260°C FOR 45 HOURS 

A similar test was conducted at 1260°C using the 75% and 85% S i c  castable refractories. The 
samples were held at temperature for 45 hours, then quenched and examined using optical microscopy 
and scanning electron microscopy with energy-dispersive x-ray analysis (SEMIEDX). Both ashes were 
liquid at 1260°C and reacted with the S i c  refractories. 

Powder River Basin Coal Ash. 
slag, which contained a few small vesicles, approximately 0.5 mm in diameter. The vesicles indicate 
gas evolution during the exposure. The slag contained a continuous, red reaction layer, 0.5 mm thick, 
at the undulating, slaglrefractory interface. Figure 1 shows several circular, metallic phases, ranging 
up to 0.25 mm in diameter, at the interface. The circular nature of these phases, which were high in 
iron, indicates that they were liquid at 1260°C and immiscible with the slag. The maximum depth of 
penetration of the slag into both refractories was 1 mm. 

A few of the high-iron grains at the refractorylslag interface contained mainly Fe (55 wt%) and 0, 
(40 wt%), but several other grains contained Fe (60 wt%), Si (up to 10 wt%), and P (up to 20 wt%), 
which is similar in composition to iron silicides described in other studies (1, 2), although phosphorus 
is not mentioned. Iron silicides are stable only under reducing conditions and indicate that portions of 

Each castable sample contained a 3- to 4-mm layer of dark gray 
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the slags had low partial pressures of oxygen during the exposure. The iron oxide in the slag reacts 
with the SIC to form the iron silicide. This reaction also causes gas evolution of CO or C Q ,  as 
indicated by vesicles in the slags. 

The remaining slags in both sample cups were very similar in composition (Table 2). In comparison 
with the original ash, the slags contained less calcium oxide and more silica. The decrease in calcium 
is difficult to explain because no high-calcium phases were identified, but the increase in silica can be 
explained by the oxidation and dissolution of S ic  grains from the refractory into the slag. 

Illinois No. 6 Coal Ash. The slags remaining in the castable samples ranged from 5 to 6 mm thick 
and were black in color. Many 0.5- to 2-mm-diameter vesicles were present at the top of the slags, 
with a few small vesicles (0.5 mm in diameter) present at the slaglrefractory boundaries, which were 
probably formed from CO or CO, evolution during the oxidation of the SIC. The samples exposed to 
the PRB ash contained only a few vesicles, indicating that the refractory reacted less with the PRB ash 
to produce fewer vesicles or that the PRB slag was less viscous at this temperature. as indicated from 
the higher base/acid ratio, and allowed vesicles to escape rapidly from the slag. 

The maximum depth of corrosion reached 0.25 mm, but corrosion and surface pitting of the 
refractories were uneven and occurred in isolated areas, unlike the samples exposed to the PRB ash, 
which caused an even reaction layer. The slaglrefractory interfaces contained discontinuous, red 
reaction layers and circular, iron-rich phases, 0.25 to 0.5 mm in diameter (Figure 2). The iron phases 
were composed of Fe (75-80 w t X )  and Si (15-20 wt%), with little or no 0, or P. 

The resultant slag compositions were similar in both samples and differed only slightly from the 
original ash composition (Table 2). The slag contained less iron oxide than the ash, but the other 
major oxides were present in almost equal amounts. 

HIGH-TEMPERATURE EXPOSURE- 1430°C FOR 40 HOURS 

Both castable SIC refractories were subjected to a corrosion test with the PRB and Illinois No. 6 ashes 
at 1430°C for 40 hours. The samples were quenched and analyzed. Reaction between the slags and 
refractories seemed to be more extensive at this temperature than observed at 1260°C. 

Powder River Basin Coal Ash. The residual slag layers in the castable S i c  refractories ranged from 
1 to 3 mm thick. The slags were tan in color and highly vesicular with the vesicles ranging in size 
from 0.5 to 2 mm in diameter. The slag was able to penetrate 2.5 mm into the refractory materials, 
and the penetration was aided by dissolution of the refractory binder and the incorporation of SIC 
grains into the slag. Some of these incorporated SIC grains were coated with red reaction rims that 
contained high amounts of iron and silicon. These rimmed grains indicate that the iron in the slag can 
be reduced to elemental iron and react with the S ic  to produce iron silicides. Only a few circular, 
iron-rich grains were present in the slag and ranged from 0.25 to 1.0 mm in diameter. These phases 
contained 70 wt% Fe, IO  wt% Si, and 10 wt% P. 

Chemical analyses of the slag remaining in the SIC refractory samples are given in Table 3. In 
general, the slag contained less calcium and magnesium and more silica than the original ash 
composition. The increase in silica content resulted from oxidation and dissolution of S i c  grains by the 
slag. 

Illinois NO. 6 Coal Ash. The castable Sic  samples contained layers of residual slag that ranged from 
3 to 5 mm thick and the slaglrefractory interfaces were undulating. Many vesicles, from 0.25 to 3 mm 
in diameter, were present along the top surfaces of the slags. Several circular metallic grains were 
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present at the refractorylslag interfaces and were approximately 0.25 to 0.5 mm in diameter. These 
grains contained 75 w t W  Fe, 20 wt% Si, 5 wt% 0,. and less than 2 wt% P and were present in 
isolated areas along the slaglrefractory interface. The maximum depth of slag penetration was 
0.75 mm. 

The castables seemed to react less with the Illinois No. 6 ash than the PRB ash, but some reaction 
occurred to alter the slag composition (Table 3). The resultant slag contained less iron and more 
calcium and silica than the original ash. The reduction of iron in the slag resulted from the formation 
of iron silicides during the dissolution of the SIC refractory. 

HIGH-TEMPERATURE EXPOSURE- 1430°C FOR 80 HOURS 

Powder River Basin Coal Ash. The samples contained residual slag layers 1 to 3 mm thick. The 
slags were transparent and highly vesicular, with vesicles ranging from 1 to 2 mm in diameter. 
The slaglrefractory interfaces of both samples were marked with a red reaction layer, which contained 
small (0.25 mm in diameter), iron-rich phases (70 w t A  Fe, 10 wt% Si, 8 wt% 0,, 9 wt% P). The 
maximum depth of slag penetration was 4 mm. 

SEM analysis indicated that the ash reacted with the refractory materials to produce a resultant slag 
similar in composition to the slag of the 40-hour 1430°C exposure (Table 3). The slags contained 
more silica and less calcium and magnesium than the original ash. The decreases in calcium and 
magnesium may be related to the formation of calcium-magnesium phases that were not detected, but 
other explanations may account for their decreases. The increase in silica was caused by the oxidation 
and dissolution of S i c  grains into the slag. 

Illinois No. 6 Coal Ash. A 2- to 3-mm layer of slag was present in both of the castable samples after 
the 80-hour exposure. The gray slags contained a few isolated vesicles (0.25 to 0.5 mm in diameter) at 
the slaglrefractory interfaces. Several, circular iron-rich grains were present at the interfaces and were 
0.25 to I .O mm in diameter. These high-iron phases contained 70 to 75 wt% Fe, 20 wt% Si, 5 to 
10 wt% 0,, and no P. The occurrences of the iron-rich phases were isolated, which resulted in 
isolated surface pitting of the refractories, and the maximum depth of slag penetration was 3 mm. 

The SEM analyses indicated that the resultant slags were similar in composition to the 40-hour 1430°C 
exposure and contained more silica and less iron than the original slag (Table 3). The decrease in iron 
is related to the formation of iron silicides, and the increase in silica is a result of oxidation and 
dissolution of the S i c  grains by the slag. 

HIGH-TEMPERATURE EXPOSURE- 1430°C FOR 110 HOURS (POWDER RIVER BASIN 
COAL ASH) 

The 75% S i c  castable refractory and three plastic refractories, with S i c  compositions ranging from 
50% to 7096, were exposed to the PRB ash at 1430°C for I IO hours. After the exposure, the samples 
were quenched, cross-sectioned, and examined optically. 

Castable SIC Refractory. The cup of the castable refractory contained a 5- to 6-mm layer of slag 
intermixed with refractory grains. Several circular metallic grains ranging from 0.5 to 2 mm in 
diameter were present within the slag and contained high amounts of iron and silicon, similar to the 
castables exposed to the PRB ash for 80 hours. This slag also was highly vesicular, indicating gas 
evolution during exposure. The maximum depth of penetration of the slag into the refractory was 
3 mm. 
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Plastic SIC Refractories. The plastic samples contained residual slag layers 3 to 4 mm thick. A few 
small metallic grains were present within the slags, which contained vesicles ranging from 0.5 to 1 
in diameter, The slag easily penetrated the plastic refractory materials, and penetration depths reached 
10 mm in most samples. 

CONCLUSIONS 

Table 4 gives the penetration rates for the castable refractories exposed to the PRB and the Illinois 
No. 6 ashes in the static corrosion tests. The 1090°C exposure showed no ash penetration and was not 
included in the table, and the plastics were omitted because of their rapid penetration rates. Table 4 
also shows the penetration rates relative to a 25-mm (1-in) refractory layer. These penetration rates are 
derived from static slag corrosion tests and do not take into consideration erosion effects of flowing 
slag or replenishment of fresh slag in a dynamic system. In a dynamic system, penetration rates are 
expected to be higher than rates determined from these static tests. 

The corrosion of the S i c  refractories by the PRB ash was characterized by uniform surface reaction, 
similar to previous studies (1, 2). Although iron silicides were found, their formation was probably not 
the main corrosion mechanism for this ash. The CaO in the slag may have dissolved the protective 
SiO, layer on the surface of the S ic  to form calcium silicate compounds. The slag also attacked and 
dissolved the refractory binder and incorporated S i c  grains into the slag during the 1430°C exposures. 

The Illinois No. 6 ash caused localized surface pitting by the formation of iron silicide compounds. 
This type of corrosion was not as rapid as penetration by the PRB ash, but was still rapid at the 
1430°C exposures. Only the Illinois No. 6 at 1260°C had an acceptable corrosion rate that would 
require replacement of a 25-mm layer of refractory every 6 months, although this rate is still excessive. 

The differences in penetration rates of the two coal ashes may be related to slag viscosity, which is 
dependent on ash composition and temperature. The base-to-acid ratios indicate that the PRB slag 
probably had a lower viscosity at all exposure temperatures, which would facilitate the diffusion of 
corrosive elements (Ca and Fe) to the S ic  surface. As temperature increases, viscosity decreases, 
which would also increase diffusion. The penetration rates also increased when the exposure time was 
increased from 40 to 80 hours at 1430°C; therefore, the penetration rates are not uniform over long 
exposure times, and future work should focus on comparisons of short- and long-term slag corrosion 
experiments. 
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TABLE 1. Compositions of the Powder River Basin Ash and the Illinois No. 6 Ash Used in the 
Corrosion Exoerirnents 

Oxide Powder River Basin Ash, wt% Illinois No. 6 Ash, wt% 

Na,O 2.52 1.18 

A1203 15.93 18.50 

p,os 1.77 0.00 
so, 0.00 0.00 
K2O 0.30 0.62 
CaO 33.00 3.74 
TiO, 1.03 1.03 
FeO 4.40 14.62 

Base/Acid* 1.03 0.29 

MgO 9.44 2.50 

SiO, 31.08 57.80 

* BaselAcid = (FeO + CaO + MgO + Na,O + K,O)/(SiO, + AI,03 + TiO,). 

TABLE 2. Resultant Slag. ComDositions for the 1260°C. 45-hour Exoosure 

Oxide Powder River Basin Slag, wt% 

Na,O 0.6 0.9 
MgO 5.0 0.9 
A1203 16.7 20.7 
SiOz 52.0 62.3 

Illinois No. 6 Slag, wt% 

p20s  0.0 0. I 
so, 0.2 0.1 
K,O 0.2 1.4 
CaO 23.4 5.1 
TiO, 0.5 0.8 
FeO 0.5 7.6 

Base/Acid 0.4 0.2 

TABLE 3. Resultant Slag Compositions for the 1430°C. 40-hour Test 

Oxide Powder River Basin Slag, wt% Illinois No. 6 Slag, wt% 

Na,O 0.9 0.6 
MgO 1.7 1.0 
AI203 8.9 21.6 
SiO, 69.4 66.5 
p2os 0.4 0.0 
so3 0.0 0.1 
K2O 0.1 1.5 
CaO 14.5 6.9 
TiO, 0.8 0.9 
FeO 2.9 0.7 

Base/Acid 0.3 0.1 
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TABLE 4. Penetration Rates for Castable Refractories Exposed to Powder River Basin and Illinois 
No. 6 Ashes 

Time for Penetration of 
25-mm Layer 

Temperature, Exposure Penetration Rate, 
Ash "C Time, hours mm/100 hours hours weeks 

PRE 1260 45 2.2 1100 6.5 

PRB 1430 40 6.3 400 2.4 

PRB 1430 80 7.5 300 1.8 

Illinois No. 6 1260 45 0.6 4500 26.8 

Illinois No. 6 1430 40 1.9 1300 7.7 

Illinois No. 6 1430 80 3.8 700 4.2 

Figure 1. SEM micrograph of the reaction layer between the slag and a SIC castable refractory 
exposed to a PRB coal ash at 1260°C for 45 hours. 
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Figure 2. SEM micrograph of the slagkefractory boundary in a sample exposed to an Illinois No. 6 
coal ash at 1260°C for 45 hours. 
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EFFECT OF CRYSTALLINE PHASE FORMATION ON COAL SLAG VISCOSITY 

M. S. Oh, E. F. de Paz, D. D. Brooker, J. J. Brady, and T. R. Decker 
Texaco, Inc., P.O. Box 509, Beacon, NY 12508 

Keywords: Coal, Slag Viscosity, Gasification 

INTRODUCTION 

The Texaco Gasification Process (TGP) employs a high temperature and pressure slagging 
gasifier, in which the viscosity of the slag plays a key role in determining operating conditions. 
For all the feedstocks to TGP, the viscosity of the slag at the operating temperature has to be 
low enough to ensure a smooth flow out from the gasifier. The slag viscosity behavior in the 
gasifier has been studied through experimentation under reducing atmosphere as well as using 
empirical models. As in the oxidizing conditions, some coal slags exhibit the classical behavior 
of a glass: a continuous increase in viscosity as the temperature decreases, while others exhibit 
a rapid increase in viscosity when temperature is lowered below a certain temperature which is 
referred as the temperature of critical viscosity (T,). Below T,,, it is believed that slag changes 
from a homogeneous fluid to a mixture containing crystallized phase(s). For glassy slags, the 
viscosity-temperature behavior has been modeled fairly successfully using empirical models 
based on slag composition, such as Watt-Fereday,' Si Ratio: Urbain,' or modifications of those 
m o d e l ~ . ~ . ~  However, when the viscosity is modified by crystalline phase formation, the 
empirical models fail to predict correct slag viscosity behavior. Even though the importance of 
the crystalline phase formation on the bulk flow properties of the slag has been long recognized, 
only limited information is available for prediction of Tcv or crystalline phase formation?.' 

Formation of crystalline phases and its effect on slag viscosity under gasification conditions were 
investigated with 4 coal slags. Slag viscosity was measured under reducing atmosphere at 
temperatures between 1150 - 1500 "C. Crystalline phases in slag samples were identified, and 
related to the observed viscosity. 

EXPERIMENTAL 

Set UD: The schematic of our high temperature slag viscometer is shown in Figure 1. The 
Haake Rotovisco RV-100 system with a coaxial cylinder sensor system was employed for 
viscosity measurements. The sensor system, stationary crucible and rotating bob with tapered 
bottom, is made of high density alumina, and placed in a high temperature furnace. The heating 
elements (Kanthal Super ST) of the furnace are completely isolated from the viscometer 
assembly by a mullite tube which runs from the top to the bottom of the furnace. This protects 
the brittle heating elements from breaking during loading and unloading of the sensor system. 
The furnack temperature control and the data acquisition of shear rate vs. shear stress were 
obtained through PARAGON software on an IBM PC. To simulate a reducing condition, a 
60140 mix of CO/C02 was passed over the sample at 300 cclmin. The gas mixture entered from 
the bottom of the furnace and exited through the top. The viscometer was calibrated with a NBS 
borosilicate glass (Standard Reference Material 717). 

Procedures: A cylindrical crucible is placed in the furnace. The crucible is locked into the 
bottom plates Of the furnace, to prevent the crucible from rotating. The bottom plates are made 
of low density alumina to minimize conductive heat loss from the sample. Then, the CO/CQ 
sweep gas is turned on, and the furnace is heated to 1480 "C. When the furnace reaches 1480 
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"C, a few grams of pelletized ashes are fed from the top. This feeding process is slow to allow 
the pellets to completely melt and degas before the next feeding to prevent the slag from boiling 
over. Once the desired level of the melt is obtained, the bob is lowered from the top, guided 
by an alignment pin and a stopping plate. In this way, the viscometer is assembled in the same 
way every time, assuring that the bob is placed in the middle of the slag sample, both 
horizontally and vertically. Once the viscometer assembly is complete, the temperature is 
decreased at the rate of 56 W h r .  The viscosity measurements are made every 10 minutes. 
After the experiment, the slag is cut as shown in Figure 1 and polished for Optical Microscopy 
(OM) and Scanning Electron Microscopy (SEM) phase analysis. The elemental composition of 
the slag before and after the viscosity experiments were determined by Inductively Coupled 
Plasma Emission Spectroscopy (ICP-J3) and the phase analysis was also conducted by X-Ray 
Diffraction (XRD). 

The viscosity measurements take 6 mins. The rotation rate of the bob is ramped from 0 to 65 
revhin for 3 mins and back to 0 for the next 3 mins. The shear rate is varied from 0 to 18.2 
s-'. The resulting shear rate-shear stress curve is that of a newtonian fluid at high temperatures, 
and the characteristic of a non-newtonian fluid is typical at low temperatures. For the viscosity- 
temperature plot, we took the viscosity at the highest shear rate. 

TemDerature Calibration: During viscosity measurements, there is no way to measure the 
sample temperature without disturbing the flow. Separate experiments were conducted to 
calibrate the slag temperature against the furnace temperature. Four thermocouples were placed 
in the slag as shown in Figure 1 to measure temperature distribution throughout the sample. 
Figure 2 plots the temperature differences from the mid-thermocouple (TC2) as a function of the 
TC2 temperature. As can be seen, the deviation was less than k 2  "C most of the time as the 
temperature decreases from 1480 to 1090 "C at the rate of 56 W h r .  One thermocouple (TC4) 
was placed in the center of the bob to measure the thermal inertia of the bob. The temperature 
difference between TC2 and TC4 was less than 5 "C most of the cooling time, proving that the 
alumina bob did not give much thermal inertia. In order to estimate the sample temperature 
during the viscosity measurements, TC2 was calibrated against the furnace control thermocouple. 

Materials; The four coals include SUFCo (Hiawatha seam, high volatile C bituminous rank), 
Pittsburgh #8 bituminous, and two Powell Mountain coals [unwashed (PMA) and washed (PMB) 
coals]. SUFCo and PMA were gasification slag samples which were further ashed to remove 
any remaining organic carbon. Pittsburgh #8 and PMB samples were prepared from coal by 
ashing at 750 "C under air. We found that alumina from the crucible and the bob dissolved into 
the slag during viscosity measurements and raised the concentration of alumina. Table 1 
presents the normalized composition after the experiments. 

RESULTS 

Slag Viscosity: Figure 2 plots the viscosities of the four slags as a function of temperature. 
The viscosity of SUFCo and PMB slags exhibit the glassy slag behavior, while the viscosity 
curves of Pittsburgh #8 and PMA are typical of a crystalline slag. The SUFCo slag contains 
high concentrations of SiQ and CaO, and low concentrations of AI,O, and FqO,. The high 
concentration of SiO, in SUFCo causes the slag to have a higher viscosity than the others at high 
temperatures, and to act as a glassy slag showing a gradual increase in viscosity as the 
temperature decreases. Compared to SUFCo slag, Pittsburgh #8 slag has a lower Si02 and CaO, 
but higher AI2O3 and FqO,. Even though it exhibits the behavior of a crystalline slag, it has 
a low 2: the slag remains the most fluid among the four slags at temperatures above - 1285 "C. 

Y 
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As expected from a washed coal, PMB has a lower concentration of FqO, than PMA. The Si02 
concentration was very similar in both samples, and both contain a very low concentration of 
CaO and a high concentration of A1,03. Since it is believed that the higher iron content usually 
lower the slag viscosity, the higher viscosity of PMA with T, of 1425 "C is opposite of what 
is expected. PMB shows a viscosity of less than loo0 poise even at 1300 "C. 

Crystalline Phase Formation: The crystalline phases in the four slags, which were examined 
by XRD, OM, and SEM, are listed in Table 2. The SEM micrographs of the four slags are 
shown in Figure 4. The SUFCo slag shows glass (40-45 vol. W )  and anorthite (55-60 W) as 
major phases. Pittsburgh #8 slag contains glass, both large crystals and dendrite of hercynites, 
and needle-like corundum and mullites. Both large crystals and dendritic hercynites were iron 
rich, with the composition of Fe(AI,FeXO,. The PMA slag shows extensive formation of 
dendritic hercynites (FeAl,O,) along with long needles of mullites. In contrast, the PMB slag 
has long, needle-like crystals of corundum and large crystals of hercynites. The anorthites in 
SUFCo and the mullite and corundum crystals in the other three were all aligned to the direction 
of the flow. The alignment of the crystals suggests that the crystals were formed during the 
viscosity measurement, not during the cooling. The crystal size of corundum in PMB was much 
larger than those found in Pittsburgh #8 sample. The examination of the interface between the 
slag and the aluminum crucible also showed that the nucleation of corundum occurred at the 
alumina crucible and the bob. As the nucleated particles grew into elongated crystals, they were 
broken off from the wall and mixed into the melt. 

DISCUSSION 

T,,'s observed in our experiments were compared to the model proposed by Watt7 which 
correlates T,, as a function of slag composition. While T,, for Pittsburgh #8 showed fair 
agreements between observed (1285 "C) and predicted (1223 "C), the predicted T,, for PMA was 
much lower than observed (1255 vs. 1425 "C). The biggest failure of the model is for SUFCo, 
a glassy slag: the predicted T,, was 2440 "C. 

The glassy slag behavior of SUFCo and PMB suggests that the large elongated crystals do not 
cause a rapid increase in viscosity. In addition, precipitation of corundum and hercynite in PMB 
lowers the concentration of A1,0, in the melt, while increasing SiO, concentration which may 
cause the melt to behave as a glassy slag. The two crystalline slags, Pittsburgh #8 and PMA, 
showed dendritic hercynites. From our experiment, it is not clear whether dendrites were 
formed during quenching after the viscosity measurements or at around T,,. If the dendrites 
were formed during quenching, the increase in the viscosity cannot be explained. For the PMA 
slag, as mullites precipitate out, the remaining melt should have a lower aluminum and higher 
iron which would result in a lower viscosity, not higher. However, the high concentration of 
iron in the melt also makes it susceptible for precipitation of a Fe-phase such as hercynite. 
Therefore, it is more likely that the dendrites were formed at around T,, and caused a rapid 
solidification of the slag. Watt and Fereday' also observed the frequent occurrence of the spinels 
in their slags samples from the viscometer, and stated that the formation of phases under the 
experimental conditions is determined more by the rate of crystallization that the phase 
equilibria. 

The only model, we found, which incorporate the effect of crystalline phases on the slag 
viscosity was the model proposed by Amen et al? They treated the slag as a mixture of the 
melt and crystalline phases, and modeled the viscosity of the mixture (kixwz) as a function of 
liquid's viscosity (c(,~,) and the solid content: 
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pmimrr = pliq (1 + 2.5 c + 9.15 C? 

where c is the volume fraction of solids. For the viscosity of liquid phase, they employed the 
Watt-Fereday model. The solid's concentration and the liquid composition in the mixture were 
calculated using a chemical equilibrium code. The above equation is valid for solids present in 
the shape of spheres at low concentrations. For those slags that contained elongated crystals of 
mullites and corundum, the above equation may not be appropriate. The model also does not 
describe the effect of the particle size we observed in large crystals of spinel vs. dendritic 
spinels. However, the above model or variations of the above may still provide an improved 
first approximation to model the effect of crystalline phase formation on slag viscosity. 

The success of the model by Annen et al. also depends on the accuracy of the solid's 
concentration predicted as a function of temperature. The thermodynamic equilibrium 
calculations were made for the four coal slags using normalized compositions of the five major 
components (SiO,, AI,O,, CaO, FeO, and MgO). It was assumed that the liquid phase was an 
ideal mixture of various silicate species. The predicted crystalline phases at 900 "C agreed well 
with the observation as shown in Table 2. However, the concentration of solids predicted as a 
function of temperature did not improve the viscosity predictions for Pittsburgh #8 and PMA. 
As we and the others observed, the formation of crystalline phases in those slags may be 

governed by the kinetics factors. Better understanding of the rate of crystallization of various 
phases as well as more realistic treatments of silicate melts in thermodynamic equilibrium 
analysis are needed. 

CONCLUSIONS 

The slag viscosities of SUFCo and PMB coals exhibited the behavior of a glassy slag, of which 
the viscosity gradually increases as the temperature decreases. The other two, Pittsburgh #8 and 
PMA, showed the behavior of a crystalline slag with T,. of 1285 and 1425 "C, respectively. 
Crystalline phase analysis of the slag samples revealed that extensive network formation of 
dendrite spinels in Pittsburgh #8 and PMA caused a rapid increase in the viscosity, while 
anorthites in SUFCo and large crystals of hercynites and elongated particles of corundum in 
PMA did not affect the slag viscosity as much. The prediction of crystalline phase formation 
under a given experimental condition and its effect on the viscosity remains to be a challenging 
task. Thermodynamic equilibrium analysis with a realistic treatment of silicate melt system may 
improve the predictions of phase formation as a function of temperature. In addition, better 
understanding of the rate of crystalline phase formation is needed. 
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Table 1. Normalized Composition of Four Coal Slags 

60.21 
15.60 
5.85 
11.57 
2.14 
2.67 
0.88 
0.43 
0.26 
0.08 
0.12 
0.00 
0.19 

46.77 
24.67 
17.26 
5.50 
1.07 
1 .oo 
1.02 
1.84 
0.32 
0.11 
0.18 
0.05 
0.22 

SUFCo Pitt. #8 PMA PMB 
43.79 43.37 
26.04 29.28 
21.01 16.57 
2.58 3.51 
1.06 1.19 
0.45 0.51 
1.40 1.52 
2.22 2.08 
0.70 0.98 
0.15 0.20 
0.26 0.46 
0.08 0.08 
0.26 0.30 

Table 2. Crystalline Phases in Coal Slags 

Coal Slag Observed 
SUFCo Anorthite 

Pittsburgh #8 Mullite 
Fe-rich Hercynite 
Corundum 

PMA Mullite 
Hercynite 

PMB Corundum 
Hercynite 

Figure 1. Schematic of Slag Viscometer 
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Figure 2. Temperature differences in slag sample from the mid-point. 
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Figure 4. SEM Micrographs of Crystalline Phases in Coal Slags 
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REACTIONS OF WOOD DURING EARLY COALIFICATION, A CLUE TO THE 
STRUCTURE OF VITRINITE 

Pamck G. Hatcher, Kurt A. Wenzel , Jean-Loup Faulon 
Fuel Science Program 

The Pennsylvania State University 
University Park, PA 16802 

Keywords: vitrinite, coal structure, lignin, molecular modeling 

Average structural models of coal have traditionally represented coal as a cross-linked 
macromolecular assemblage of interconnected fragments whose presence in the structure have been 
inferred from thermal or chemical degradative studies (1-4). To assemble such structures from a 
melange of fragments existing within some degradative product serves to homogenize a material 
which is inherently heterogeneous on a macromolecular scale. The structural representations fail to 
capture this heterogeneity, induced primarily by the existence of macerals representing 
macromolecularly distinct and possibly internally homogeneous physical entities derived from pre- 
existing vegetal matter in coal-forming swamps. More realistic structural models can be produced if 
the individual macerals are considered as discreet homogeneous domains within the heterogeneous 
mixture known as coal. 

For the past several years we have been assembling structural models for individual 
macerals, focussing initially on vimnite derived exclusively from xylem of gymnospermous wood 
(5-9). Studies of such xylem recovered from samples whose rank increases from peat to 
bituminous coal have provided a wealth of information concerning the molecular fragments and 
their reaction pathways as they undergo coalification to higher rank. We have been able to ascertain 
that lignin is the precursor of the vitrinite (5) and that, as such, we can build a structural model 
with lignin as a template (6,s) .  Comparisons among the coalified xylem samples at various stages 
of coalification by elemental analysis, solid-state l3C NMR, and flash pyrolysis/gas 
chromatography/mass spectrometry (7.9) provides clues regarding the fate of the various oxygen- 
containing functional groups. Thus, working from a structural template and altering the template 
accordingly, a series of structural models representing vimnite from gymnospermous xylem can be 
constructed at various rank levels. 

the accuracy with which we can define specific coalification reactions. In this paper, we focus on 
the effect of early coalification reactions on the three dimensional structure of lignin as a prelude to 
development of a comprehensive model for vihinite at later stages of coalification. 

Crucial aspects of this approach are 1) the accuracy of the structural model of lignin and 2) 

There is mounting evidence that lignin is not a random heteroplymer but an ordered 
structure. Faulon and Hatcher (10) have recently suggested that lignin assumes an helical 
conformation of P-O-4-linked glyceryl methoxyphenolic ethers. Although we have used a random 
structure as a template in previous studies (6,8), we have now adopted this helical model, shown 
in Figure 1, as the template. 

As coalification of lignin proceeds, some key reactions will modify the chemistry and three 
dimensional helical structure. Random, large-scale structural reorientations of lignin will likely 
destroy delicate physical attributes such as bordered pits and cellular walls. The fact that these 
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physical characteristics of wood persist to the rank of subbituminous coal suggests that the early 
coalifcation reactions are likely to be those which cause minimum distortion of the three 
dimensional structure. 

demethylation of lignin. We expect that this reaction has no significant effect on the helical 
conformation other than to perhaps facilitate hydrogen bonding interactions between helices, 
because the methyl group is replaced by a hydrogen. The helix is well preserved by this reaction 
with virtually no change in the cross-sectional size of the helix. 

Another reaction which might be expected to induce minimal distortion of the helical 
structure is dehydroxylation of the hydroxyl groups on side-chain carbons. It is clear from NMR 
specea of coalified wood samples at the rank of subbituminous coal that virtually no significant 
resonances are observed for hydroxylated aliphatic structures, suggesting complete 
dehydroxylation. Because the aromaticity does not change during this early coalification, we 
believe that hydroxyl groups have been reduced to alkyl structures. The sp3 hybridization does not 
change as a result of this process and, thus, the helical order is not disrupted. 

The most significant coalification reaction noted in previous studies (6,8) which has an 
impact on the helical conformation of lignin is the hydrolysis of the p-0-4 aryl ethers. Rupture of 
this bond the primary bond maintaining the structural integrity of the helix, would essentially 
dismantle the lignin and reduce it to small molecules. If this hydrolysis is the sole reaction, then 
the lignin would likely be solubilized and removed from the coal. The NMR evidence shows that 
hydrolysis of the p-0-4 aryl ethers does occur, but a concerted alkylation of an adjacent aromatic 
ring by the side-chain carbocation formed as he result of hydrolysis maintains the smctural 
integrity of the lignin. The evidence fonvarded for such a concerted reaction is manifold. First, 
evidence for hydrolysis of the p-0-4 aryl ether,though weak, is a decrease in the peak intensity of 
aryl-0 ether carbons in NMR specua (7). Evidence for increased substitution is provided by 
dipolar dephasing data which shows a decrease in the average number of protons per ring during 
the transformation of lignin to brown coal (6). Artificial coalification by Botto (14 ) of a lignin 
labeled at the p site shows alkylation to be a significant part of early coalification. The proposed 
scheme involves cleavage of the p-0-4 aryl ether followed by alkylation of an adjacent ring by the 
resulting carbocation (8). 

Molecular modeling simulations in three dimensional space shows that such a reaction 
maintains the helical s t ruc tu~ of lignin as well as its macromolecular nature (Figure 2). The helix 
formed by linkages between the p site and the adjacent aromatic ring is of a larger radius and 
pitch. We would expect that the increased radius of the helix might be expressed at the macroscopic 
level. Thus, as lignin helices which collectively comprise the cell walls of the peatified wood 
samples are transformed to helices with larger radii, the cell walls would be expected to show a 
corresponding size change. Because the axes of the helices are thought to align parallel to the cell 
walls, any increase in radius will induce cell-wall thickening. Thickening of the cell wall is 
commonly observed during coalification (15). Photomicrographs depicting the cross-sectional 
views of peatitled wood, composed of essentially pure lignin, and coal wood of subbituminous 
rank, composed of coalified lignin having undergone cleavage of p-0-4 ethers, alkylation of 
aromatic rings, and side-chain dehydroxylations, are shown in Figure 3. It is clear that the cell I 

walls are thicker in the brown coal wood, compared with peatified wood. Thus, the model of low- 
rank coal as a modified helical lignin structure can explain both the observed chemistry and 
physical morphology. 

Perhaps the most readily apparent reaction observed in numerous studies (7, 11-13) is the 

The modeling of lignin as a helical structure has important implications regarding the 
structure of viainite in coal. If one uses this lignin as a template for coalification, then chemical 
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changes induced by coalification reactions are likely to affect the helical order. The changes 
observed in previous investigations do modify the helical structure but fail to entirely disrupt it. 
These changes are primarily demethylation, side-chain dehydroxylation, and cleavage of the p-0-4 
ethers in concert with alkylation of aromatic rings. The three-dimensional changes in the helical 
order brought about by these reactions are consistent with observed morphological changes in the 
coalified wood. 
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Figure 1. Three dimensional helical conformation for the structure of lignin. This structure has 
been obtained after energy minimization. The structure is composed of the main monomer 
(guaiacyl) and linkage type (8-0-4) occuring in lignin. 

Figure 2. Three dimensional conformation for a lignite rank coalified wood. This lignite structure 
was obtained by using two helical lignin structures as a template. The initial lignin smctures were 
modified as describe in the text, then, the resulting structure was submitted to molecular mechanics 
and dynamics simulations to obtained the lowest energy conformation. a) Three-dimensional 
representation of the structure in plan view. b) Three-dimensional representation of the structure 
viewed from the side. 
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INTRODUCTION 

Computer-Aided Molecular Design (CAMD) has recently been i n d u c e d  in the area of 
coal science (1-6). Carlson and ceworkers (1) used CAMD to model in three dimensions 
previously published coal structures. The structures were submitted to molecular mechanics and 
dynamics. The potential energy, the true density, and the microporosity were evaluated for each 
model (2). Nomura and co-workers have also used CAMD to study their own coal model (3). 
Using molecular dynamics with periodic boundary conditions, Murata (4) correlated potential 
energy and true density. An important point needs to be mentioned regarding the utilization of 
CAMD for the study of coal, prior to use of CAMD software, the connectivity (i.e. the structural 
formula) of the studied molecule has to be known. This information is unfortunately lacking for 

1 

coal. 

general problem of remeving a structw from analytical data. The generic name for these studies is 
Computer-Aided Structure Elucidation (CASE). We recently developed a new CASE technique 
(the SIGNATURE program ref. 8) for the modeling of complex macromolecules. The technique is 
able to construct large molecular models from analytical structural data and has already been 
applied to devise models for vihinite maceral from HvC bituminous coal (5,6). Aside from 
constructing models in three-dimensional space, the SIGNATURE program is also able to 
compute the number of models possible (7). Knowledge of this number is crucial to our being able 
to decide how many models are necessary to represent coal. Even if this number is too large to 
allow all the models to be built, sampling theory makes it possible to select a subset of models (a 
sample) which is statistically representative of the whole population (9). Among the various 
techniques of sample design, the Simple Random Sampling Without Replacement (SRSWOR ref. 
9) is the most convenient to apply here. The SIGNATURE program can directly build the required 
sample because the program permits the construction of non-identical random models. ' 

METHOD 

Many studies (7) have been conducted in the past 25 years to resolve by computer the 

I 

The experimental material chosen for this study was a piece of coalified wood, specifically . a fossil stem which was recovered from a lacusmne shale from the Midland Formation (Triassic) 
near Culpeper, Virginia. In a previous report (lo), we assumed that this coalified wood is 
representative of vitrinite from HvC bituminous coal. The analytical data supplied to the 
SIGNATURE program (published earlier, ref. 10) are summarized in Table I. The SIGNATURE 
program was run and all the solutions containing 333 carbon atoms were searched. This number of 
carbons was chosen considering the computational time and the fact that all the fragments listed in 
Table I must be present in the models. The SIGNATURE program found only five different 
molecular formulas (Table II) having a deviation between model and analytical data less than 1%. 

AS presented in Table II, the population of possible coal models is subdivided into five 
different C333 structures. To build a sample which is a good representation of the entire 
population, the sample size of each C333 structure has to be proportional to the corresponding 
population of all of its possible isomers. Considering the population size of each C333 structures 
(Table II) and the computational time required to build the sbuctures and evaluate the different 

1275 

I 



characteristics, we chose to build a sample of n l  = 15 structures comprising the following: 2 
structures of C333H302016, 10 structures of C333H3~016. 1 structure of C333H3~016, 1, 
structure. of (3333H308016. and 1 structure of C333H310016. For each of the 15 models, m i m u m  
energy conformations were calculated using a procedure described in a previous report (5). Then, 
physical characteristics were evaluated using a program initialy devised to compute the physical 
true density (2,5), and updated to determine the micropore volume (6). In the present paper, the 
program was extended in order to compute the surface area. Briefly, the surface area is computed 
by immersing the molecular model in a grid composed of cubic cells of length r (generally r = 1 A). 
We define two types of surface area - the total surface area, and the pore surface area. The total 
surface. area represents the actual surface of the structure. This surface is computed by summing all 
the areas of cell faces tangent to the Van der Waals sphere of an atom. The pore surface area is the 
surface of the micropore volume. The pore surface is computed by summing of the areas of cell 
faces which belong to a micropore cell (Le. a cell located inside a micropore) and are tangent to the 
Van der Waals sphere of an atom. 

The results for the physical characteristics are presented in Fig. 1. Means and variances 
were calculated using the SWRSOR procedure developed by Cochran (9). 

DISCUSSION 

All 15 of the constructed C333 models agree well with the quantitative analytical data with 
an average deviation of less than one percent. The number of cross-links varies between 2.5 and 5 
for each C333 suucturc, and the molecular weight per cross-link averages 1205 m u  with a 
standard deviation of 254 m u .  This value agrees well with swelling experiments for acetylated and 
pyridine extracted bituminous coal, where the molecular weight per covalent cross-link ranges 
between 900 and 1500 m u  (1 1). Furthermore, the average number of aromatic fragments between 
cross-links (7.9) is in the range of values obtained from swelling experiments (4-8 aromatic 
fragments between cross-links ref. 11.12). 

(1.85 kcdatom for the model having 2.5 cross-links and 2.14 - 2.16 kcal/atomfor the two models 
having 5 cross-links). However, overall, the energy values are clustered, and as a direct 
consequence, the variance is small (Fig. 1). Another interesting point was observed when the 
structures were depicted on the computer monitor. Independent of the cross-link density, the global 
conformations appeared very similar. This suggests that even when the structures are not highly 
covalently mss-linked, they are held together by van der Waals interactions. A related observation 
is that no major changes in helium density and porosity were observed for the models investigated 
containing different cross-link densities (Fig. 1). 

The computed helium density averages 1.26 g/cc for all 15 C333 structures constructed with 
the population deviation being less than 2 percent. This result is in good agreement with 
experimental results found for vimnite at a rank of bituminous coal (1.25 - 1.30 g/cc, ref. 13). The 
computed micropore volume averages 0.030 cc/g with a population deviation of 13 percent. The 
micropore volume is slightly lower than experimental values found for coals of HvC bituminous 
rank (0.039 - 0.070 cc/g, ref. 14). The low microporosity may be due to the size of our models; 
they are very small compared to the particle sizes used in porosimetry experiments, 

The calculated total surface area for all of the 15 models averages 3693 f 29 m2/g. This is 
at least 10 times larger than the values measured by CO:! absorption, and about 100 times larger 
than the BET surface area obtained with N:! for the same rank of coal (15). However, the 
calculated total surface area cannot be correlated with experimental results because the sizes of our 
models are small, and the external surfaces (surfaces of the boundaries of the structures) are much 
larger than the internal surfaces (surfaces of the micropores). This contrasts with experimental 
results, where the external surface area is negligible compared to the internal surface area (15). 

surface calculation to be in better agreement with experimental results. We find the micropom 
surface area calculated for OUT models is relatively close to the CO:! surface area measured for HvC 

Fig. 1 shows that the potential energy increases slightly with the number of cross-links 

Since the micropore surface area is dominant experimentally, we should expect our pore 
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bituminous coal (120-250 d / g ,  ref. 15). Our mean value (292 m2/g) is slightly larger than 
experimental values, probably due to our calculation method. Our method for surface calculations 
uses a cell grid size of 1 A length. The same calculations made with a doubled grid size (2 A) for 
the first ~ 3 3 3  structure of the sample (~333~302016) gives a micropore surface area of 190 m2/g. It 
is known that the surface area of coal behaves like a fractal surface (16-19); therefore, an increase 
in the cell size leads to a decrease in the surface m a .  Fig. 2 correlates on a log-log scale different 
sizes of the cell grid and the number of cells which belong to the pore surface for the structure 
C33fl3~016. According to Pfeifer and Avnir (20), the negative slope. of the line is the fractal 
dimension (D = 2.68 in the example of Fig. 2). The fractal dimension of the total surface area was 
also calculated for each of the C333 models comprising the sample using a cell grid size varing 
between 1 A and 8 A (Fig. 3). Using the SRSWOR technique, the mean value found was D = 2.71 
and the population deviation found was only 0.05. 

In summary, we have been able to develop a technique that uses the power of the computer 
to create a number of molecular models for coal using actual quantitative and qualitative 
experimental data, and to show that the models, from a statistical viewpoint, are a good 
representation of the coal structure. Previous attempts to elucidate the molecular s t rucm of coal, 
including previous computer models, necessarily included investigator bias and could not be 
proven to be representative or average coal structures. In the present study, we can conclude that 
for the physical propemes investigated, a sample of 15 smctures is sufficient to represent 
statistically the whole population of vitrinite from HvC bituminous. 

REFERENCES 

1. Carlson, G .  A,; Granoff B. In Coal Science II: Schoben H. H., Bartle, K. D. E&., ACS 
Symp. Ser. 461, Washington, DC, 1991, pp. 159. 

2. Carlson, G. A. Energy & Fuels 1992,6, 771. 
3. Nomura, M.; Matsubayashi, K.; Ida, T.; Murata, S. Fuel Process. Technol. 1992,31, 169. 
4. Murata, S. 1992, personal communication. 
5. Faulon, J. L.; Hatcher, P. G.; Carlson, G .  A.; Wenzel, K. D. Fuel Process. Technol. in press. 
6. Faulon, J. L. ; Carlson, G .  A.; Hatcher, P. G .  Energy & Fuels in press. 
7. Smith, D. H. Computer-Assisted Structure Elucidation: ACS Symp. Ser. 54, Washington, 

DC, 1977. 
8. Faulon, 3. L. Prediction Elucidation and molecular modeling. PhD Thesis, Ecole des 

Mines, Pans, 1991; Faulon, J. L. J .  Chem. lnf, Comput. Sci. 1992,32, 338. 
9. cochran, W. G .  Sampling Techniques (3rd Ed.); John Willey & Sons: New York, 1977. 
10. Hatcher, P. G.; Faulon, J. L.; Wenzel, K. A.; Cody, G .  D. Energy Fuels 1992,6, 813. 
11. Larsen, J. W.; Green, T. K.; Kovac, J. J .  Org. Chem. 1985, 50, 4729. 
12. Hall, P. J., Marsh, H.; Thomas, K. M. Fuel 1988.67, 863. 
13. Crelling, J. C. Proc 1987Int. Conf. Coal Sci. 1987, 119. 
14. Gan, H.; Nandi, S. P.; Walker, P. L., Jr. Fuel 1972,51, 272. 
15. Mahajan, 0. P. Coal Porosity In Coal Structures; Meyers, R. A., Ed.; Academic 

16. Bale, H. D.; Schmidt, P. W. Phys. Rev. Lett. 1984,53, 596. 
17. Friesen, W. I.; Mikula, R. J. J .  Colloid Interface Sci. 1987,120, 268. 
18. Reich, M. H.; Russo, S. P.; Snook, I. K.; Wagenfeld, H. K. J .  Colloid Inrerface Sci. 1990, 

Press: New York, 1982; pp 51-86. 

135. 353. 
19. Reich, M. H.; Snook, 1. K.; Wagenfeld, H. K. Fuel 1992, 71, 669. 
20. Pfeifer, P.; Avnir, D. J .  Chem. Phys. 1983, 79, 3558. 

AKNOWLEDGEMENTS : Funding was provided by the U.S. Department of Energy at Sandia 
National Laboratories under contract DE-AC04-76DP00789. 



Table I. Analytical data for HvC Bituminous coalified wood (Midland Stem, ref. 10). 

Parameter AnalyticalData Model Deviation 
(C333H302016) Analytical data - Model 

bon-13 
C 100.0 100.0 
H 92.0 91.8 0.2 
0 5.0 4.6 0.4 
fa (aromatic carbon) 62.5 63.0 -0.5 
faH @roto~ted aromatic carbon) 28.0 27.6 0.4 
fap (phenolic or phenolic ether) 7.5 7.5 0.0 

falH (aliphatic CH or 312) 26.0 26.2 -0.2 
fal (aliphatic carbon) 37.5 37.4 0.1 

fal* (aliphatic CH3) 11.5 11.2 0.3 
Average deviation f 0.26 

Flash F ’ v r o l v ~ m s  data (weieht % no- 
benzene 3.3 2.0 (1) 1.3 

C-2 benzenes 5.2 8.3 (3) -3.1 
C-3 benzenes 3.9 6.3 (2) -2.4 

o -cresol 5.7 2.8 (1) 2.9 

2.4 dimethylphenol 12.0 9.6 (3) 2.4 

toluene 4.8 4.8 (2) 0.0 

phenol 3.6 2.5 (1) 1.1 

rn + p -cresol 13.0 8.5 (3) 4.5 

other C-2 phenols 10.3 6.4 (2) 3.9 
C-3 phenols 10.9 14.2 (4) -3.3 
C-4 phenols 4.8 3.9 (1) 0.9 
alkylnaphthalenes 17.0 24.4 (6) -7.4 
alkyl di bc nz 0 furans 5.2 6.2 (1) -1.0 

ethyl 
propy~ 

methyl 

C4-C22 

Values in parentheses are the quantities of each fragment corresponding to a molecule containing 333 carbon atoms. 

Table E. Deviation analytical data - model and population information for each of the C333 
molecular formulaa 

Molecular Formula Average deviationb Number of possible models 

C333H302016 0.26 52.272 
C333H304016 0.29 23 1,000 
C333H306016 0.39 24,750 
C333H308016 0.49 9,856 
C333H310016 0.71 1,440 

a The numbers of possible models have been estimated using the isomer generator provided by the SIGNATURE 
program (8). The deviation is the average deviation between model and quantitative analytical data as calculated in 
Table I. 
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Micropore Volume (cclg) Energy (kcallatom) 
0 0 

0.030 f 0.001 (0.004) 

Micropore Surface Area (mag) Density (glee) 
8 0  d 

2.92 f 11 (41) 1.26 f 0.01 (0.02) 

Fig.1. Correlation between physical characteristics end cross-llnk densltles for each 
of the 15 lndivldual models comprlslng the sample. For each graph, the horlzontal line 
represents the population mean. The populatlon deviations ara lndlcated In parentheses. 
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log N = 2.36 - 2.68 log r 
Correlatlon Coefflclenl = 0.99 

1 '  
-0.4 -0.2 0.0 0.2 C 

log r 

Fig. 2. Effect of the call grld slze on the mlcropre surface area for the flrst model of the 
sample (C,,, H 3020, ). N Is the number of call faces whlch belong to  the surface of mlcropore 
volume, r Is the slze of the cells used In the surface area calculatlona cf METHOD). 
The fractal dlmenslon (D) la deflned by the following equation: N- o r  log N- -D log r 

I 

0 0.0 0.2 0.4  0 .6  0 .8  1 .o 
log r 

Fig. 3. Fractal dlmanslon of tha total surface area for the 15 models comprlslng 
the sample. N Is the number of cell faces whlch belong to the surface of the models, 
r Is the size of the cells used In the surface area calculations (cf METHOD). 
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ABSTRACT 

A sequential extraction scheme to differentiate between molecular alkanes and those covalently- 
bound to the macromolecular structure has been applied to a suite of vitrinite concentrates 
handpicked from six UK bituminous coals covering the rank range ("Oh = 0.46- 1.32 at 546 nm). 
The aim was to ascertain whether the biomarker indices (i) were consistent with the measured 
vitrinite reflectance values, especially for the lower rank members of the suite where reflectance 
measurements are unreliable and (ii) differ markedly for the easily extractable, clathrated and 
covalently-bound phases. The quantitatively reliable single pulse excitation (SPE) solid state '3C 
NMR technique has also been used to elucidate the changes in the bulk vitrinite structure across the 
relatively n w o w  rank range investigated. Although both hopane and methylphenanthrene 
parameters for easily extractable species are sensitive to small variations in vitrinite reflectance, 
significant variations have been found between the biomarker parameters for easily extractable, 
clathrated and covalently-bound material. In general, restricted motions in the macromolecular 
structure make the latter less mature, as reflected by hopane and phenanthrene parameters, than the 
easily extractable and clathrated molecular species. Solid state 13C NMR revealed that the 
variations in carbon aromaticity and the degree of condensation of the aromatic structure occurring 
in the "Oh range of ca 0.45-0.80 are relatively small. 

INTRODUCTION 

Biological markers are compounds detected in the geospherederived from living organisms whose 
basic carbon skeleton has survived the processes of diagenesis and thermal maturation. The most 
commonly studied biomarkers are the cyclic alkanes; the hopanes and the steranes, which are 
derived from hopanoid and steroid natural products respectively, and are ubiquitous components of 
crude oils, kerogens and coals. As well as providing information about the original biological input 
to sediments, the distribution of certain hopane and sterane stereoisomers have been widely used to 
indicate the thermal stress experienced by fossil organic matter (see, for example, Fu J i m 0  et al (1). 
Chaffee et  al(2)  and Mackenzie (3) and references therein for comprehensive reviews). The 
biologically synthesised conformations of their precursors are not the most thermally stable and 
configurational isomerisation is observed at certain chiral centres as maturation proceeds. 
Although these biomarkers are generally only present in small quantities (cc 1% w Iw) in solvent 
extracts and pyrolysates, they are readily detectable using single ion monitoring in gas 
chromatography-mass spectrometry (GC-MS) without the need for extensive pre-separation (1-3). 

To summarise, the hopanes are pentacyclic triterpanes which are believed to be derived from a C35 
triterpene alcohol, bacteriohopane-tetrol, a constituent of the membranes of bacteria other than 
Archaebacteria. A series of C27C35 hopanes is the most commonly observed distribution in 
ancient sediments but usually the c28 member is missing The biological 17p (H),21p (H) 
configuration inherited by the alkanes of immature sediments is lost rapidly with increasing 
maturity forming a mixture of 17a(H), 21p(H) and 17p(H), 21a(H) stereochemistries. Eventually the 
17p(H), 2la(H)-hopanes also convert to the 17u(H), ,21p(H) form. The sterol precursors of the 
tetracyclic steranes are widely distributed in nature and the most commonly encountered 
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steranes are those of carbon number C27, C z  and c29 although variable amounts of CZI and C22 
isomers with shorter alkyl sidechains are also often present. At the later stages of diagenesis, the 
main steroidal components are usually alkanes and Ring C monoaromatics. Further maturation 
leads to configurational isomerisation, aromatisation of C-ring monoaromatic steroids to ABC-ring 
triaromatics (substituted phenanthrenes, see below) and enrichment of the lower molecular weight 
(MW) components (C20-C22) relative to the higher MW counterparts (c26-c29). 

The Methylphenanthrene Index (MPI) proposed by Radke e t  
parameter based on their distribution in solvent extracts. Steroids and triterpenoids are probable 
biological preixrsors with their degradation and aromatisation yielding only 1- and 2- MP isomers. 
The 3- and 9-MPs arise as a result of methylation of phenanthrene and rearrangement of mono- 
methyl phenanthrenes. Radke et aL(4-6) observed that the relative amounts of 2- and 3- MP increase 
compared to the 1- and 9- isomers with increasing burial and depth. An empirical correlation (MPI 
1, see Table 3) was then devised based on the distribution of these compounds relative to the 
amount of phenanthrene which could predict vitrinite reflectance values (% &) for the samples 
studied. 

The above molecular indices are usually calculated by observing the distribution of the appropriate 
biomarkers obtained by low temperature extraction using chloroform, dichloromethane (DCM) or 
methanol (or their mixtures). Since this type of treatment removes only a small proportion of the 
total organic matter (usually 4% w/w), it does not follow that the distributions of biomarkers are 
necessarily representative of those covalently bound to the macromolecular structure. Indeed, 
previous studies using low severity catalytic hydrogenation have established that in lignites (71, 
kerogens (*) and a high volatile bituminous coal (7). hopanes and steranes can be incorporated into 
the polymeric backbone via functional groups present in the original biolipids whilst retaining their 
less thermodynamically stable biological configurations. Thus, it appears that compounds 
covalently bound to the macromolecular network may be less sensitive to thermal alteration. 
Furthermore, it is known that coals contain a significant amount of physically trapped, low MW 
moieties which are inaccessible to treatment with the solvents mentioned above (9-1L). However, 
these components can partly be removed when more powerful solvents like pyridine or binary 
solvent mixtures (12) destroy the stronger non-covalent interactions within the macromolecular 
matrix (I3). This phase may contain significant amounts of biomarker species which may have a 
different distribution to those detected in the usual solvent or hydrogenation extracts. This 
prompted the authors to develope a sequential degradation scheme to help differentiate between 
easily extractable and clathrated species and moieties which were covalently-bound through weak 
heteroatomic bonds or more stronger C-C bonds. After an initial DCM soxhlet extraction, 
refluxing in pyridine allows the removal of more occluded material. Mild batchwise hydrogenation 
using a dispersed sulphided molybdenum (Mo) catalyst is then performed to cleave weak ester, 
ether and sulphide linkages. A final hydropyrolysis step in a fixed-bed reactor using a hydrogen 
sweep gas can render a significant proportion of the organic residue soluble in DCM (typically over 
50% daf basis). 

The sequential scheme has been applied here to a suite of vitrinite concentrates handpicked from 
six UK bituminous coals covering the rank range (%R, = 0.46-1.32 at 546 nm) which corresponds 
to a maturity range from just before to just after the so called "oil-generating window" for Type III 
materials. The aim of this investigation has been to ascertain whether the biomarker indices (i) 
were consistent with the measured %'.% values, especially for the lower rank members of the suite 
where reflectance measurements are unreliable and (ii) differ markedly for the easily extractable, 
clathrated and covalently-bound phases. 

As indicated above, the chemically-bound moieties appear to be more resistant to geothermal stress 
than molecules in the bitumen phase suggesting that a detailed chemical analysis of solvent extracts 
may not give a valid representation of the total organic structure. Thus, solid state I3C NMR has 
been used to elucidate the changes in the bulk vitrinite structure across the relatively narrow rank 
range using the quantitatively reliable single pulse excitation (SPE) measurements. Previous 
investigators have correlated vitrinite reflecmce with aromaticities derived from cross polarisation 

is a widely used maturity 
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(cp)  
carbons in fossil fuels (17.19). 

hut it is now generally accepted that CP can strongly discriminate against aromatic 

EXPERIMENTAL 

The proximate and ultimate analyses, maceral compositions and measured average vitrinite 
reflectance values for the samples investigated are summarised in Tablel. 

Solvent Extracn 'ons Each sample was ground to <150um, dried in a vacuum oven at 5 8 C  for 24 
hours and then soxhlet extracted with dichloromethane @CM) for 72 hours. The solid residue (2- 
5g) was then refluxed rapidly with 200 cm3 boiling pyridine (3 x 45 mins). The soaking time in 
pyridine was relatively short to prevent the stucture rearranging to a more tightly bound 
conformation due to the formation of more non-covalent interactions 
solids were washed in a DCM/ methanol solvent mixture (3:l vlv) and then dried in vacuo to 
remove as much entrained pyridine as possible. 

After each reflux step, the 

d-Bed H- Catalyst impregnation of solvent- 
as described previously (**) with aqueous / methanol solutions of 

the precursor, ammonium dioxydithiomolybdate [(NH4)2MoO&], to give a nominal Mo loading 
of 1% dafcoal. Batchwise hydrogenation runs were conducted at 300OC and 70 bar hydrogen 
pressure (ambient) in 7 cm3 stainless steel microreactors constructed from Autoclave Engineers 
fittings. The microrcactors were immersed in a fluidised sandbath for 60 mins. After cooling the 
reaction products were recovered in DCM, refluxed and then filtered to remove the DCM-insoluble 
residues and to determine overall conversions. The procedure for temperature-programmed 
hydropyrolysis has been described in detail elsewhere (22) 

Product Work-uo and Analvsis The DCM-soluble products from each stage of the extraction 
procedure were dried to constant weight in a stream of dry nitrogen. These were then separated by 
open-column silica gel adsorption chromatograhy into alkanes, aromatics and polars by eluting 
successively with n-hexane, n-hexane-toluene (1:l v/v) and DCWmethanol (2:l v/v). The yields 
were determined by transferring relatively concentrated solutions of the fractions into pre-weighed 
screw-cap vials and evaporating the residual solvent under a stream of nitrogen. GC-MS analysis 
was performed on the alkane and aromatic fractions using a Finnigan MAT TSQ70 coupled to a 
Varian 3400 GC. For the alkanes. the single ions monitored were d z  191 (for triterpanes) and 217 
(for steranes). The sterane standards, 5!3(H)- cholane and 20-methyl-k(H)- pregnane (Chiron Labs, 
Trondheim), was added to selected samples before injection. 

s O l i d s t a r e 3 C  NMR SoeCtrOSCOt)Y All the "C NMR measurements were canied out at 25 MHz 
on a Bruker MSLl00 spectrometer with MAS at 4.5-5.0 kHz to give spectra in which 
the sideband intensities are only ca 3% of the central aromatic hands. The vitrinites were vacuum 
dried and then ca 250 mg of sample was packed into the zirconia rotors. The IH decoupling and 
spin-lock field was ca 60 kHz and, for SPE, the 9 8  13C pulse width was 4.5 p. 13C thermal 
relaxation times (Tp) of the vitrinites were determined using an appropriate CP pulse sequence 
with a contact time of 5 ms in most cases. 

A relaxation delay of 20 s was used for the variable delay SPE DD measurements for Snibson 
where the I3C Tls  were relatively short. In this case, up to ten dephasing periods in the range of 1 
to 200 p were used before the first rotational modulation. However, for the other samples with 

TIS much longer than 5 s, a recycle time of either 100 or 120 s was used in the SPE DD 
experiment with, due to the sensitivity limitations, only a single delay of 60 p. In order to check 
that the tuning had remained virtually constant throughout the duration of all the DD experiments, 
the delays were arranged in a random order and between loo0 and 3000 scans were accumulated 
for each delay.. No background signal was evident in the SPE spectra from the Kel-F rotor caps 
All the RDS were processed using a line broadening factor of either 50 or 100 Hz. The 
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Table 1 Analvses of the vitnn ite con- . . .  

I 

Vitrinites 

Snibson Blidwolth Silkstone Manton Nantganv Oakdale 

% moisture (ad) 
% ash (dry basis) 

% dmmf C M H  
t t  

% Total S ,  dry basis 

WC ratio 

Vitrinite reflectance: 
R,, % av. 
Maceral comp. 

% v/v Vitrinite 
Liptinite 

Inertinite 

0.4 0.6 0.8 1.0 1.2 1.4 
% Ro 

8.9 4.1 13.4 4.0 1.1 1.5 
2.7 1.6 1.3 1.1 2.4 7.8 

79.0 80.4 82.6 81.8 88.9 85.8 
5.0 5.0 5.1 5.1 4.9 4.3 
1.6 1.5 1.7 1.8 1.7 1.5 

4 . 3  4 . 3  1.1 0.58 0.35 0.46 

0.76 0.75 0.74 0.74 0.66 0.61 

~ 0.47 0.59 0.66 0.79 1.08 1.32 

7.6 8.0 7.4 9.0 0.4 2.0 
87.8 90.0 88.2 89.6 93.4 93.6 
4.6 2.0 4.4 1.4 6.2 4.4 

0.4 0.6 0.8 1.0 1.2 1.4 
%Ro 

Figure 1 Yields of alkanes and aromatics from DCM and pyridine extraction stages as a function 
of vitrinite reflectance. 
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measurement of aromatic and aliphatic peak areas manually was found to be generally more precise 
than using the integrals generated by the spectrometer software. 

RESULTS AND DISCUSSION 

ruction Inspection of Figure 1 showing the yields of the total aliphatic and aromatic 
fractions recoverable with DCM and the cumulative yields following the subsequent pyridine 
reflux indicates that a substantial amount of low MW material is indeed clathrated within the 
vitrinite macromolecular structure across the rank range. Such material is contained in the closed 
pores of the vitrinite according to Radke et al.(") and, as the rank increases, these will account for 
greater proportions of the decreasing overall pore volume. This explains the relatively large 
amounts of aromatic species which are accessible to pyridine but not to DCM extraction especially 
at higher rank. Aromatic species are more strongly retained than the alkanes (Figure 1) which 
would appear to be more easily forced through the pores and into the easily extractable bitumen. 
Nantgarw (%b = 1.08) represents a maturity where the principal cracking reactions have occurred 
but, relatively, condensation of aromatic moieties is in its infancy giving rise to the highest yield 
of pyridine-extractable aromatics (Figure 1). 

. .  

The yields of alkanes and aromatics in the range 0.1-0.5% (dmmf basis) from catalytic 
hydrogenation were comparable to those from pyridine extraction but did not vary systematically 
across the rank range. As anticipated, the hydrogenation yields for the vitrinites were considerably 
lower than those obtained previously for a Type I and a Type I1 kerogen due to the lower 
concentrations of labile C - 0  and C-S bonds (26). 

Biomarker orofiles The various aliphatic and aromatic biomarker maturity parameters arc listed in 
Table 2 which indicates that those for the DCM-extractable phase correlate to varying degrees with 
vitrinite reflectances. In particular, the following trends with increasing %R, can be noted. 

(i) The MPI increases and the calculated vitrinite reflectances are in remarkably good agreement 
with the actual values. 
(ii) The hopane C22 and sterane C20 S/S+R ratios are sensitive to changes in vitrinite reflectance 

extending somewhat further up to Manton. 
(iii) The C ~ O  pwap ratio decreases steadily with increasing rank. 

)1 
1 

I 
, 
I before the oil-generating window (Snibson-Silksworth, %% 0.47-0.66) with the sterane ratio 

/ 

These trends would hence appear to be representative of the geothermal swss experienced by the 
organic matter. 

In the pyridine extracts the distribution of biomarkers with respect to their DCM counterparts 
would appear to be rank dependent. For the lowest rank members of the suite, Snibston and 
Blidworth, the aliphatic indices show a slightly more mature profile (Table 2) which could arise 
from the catalytic effects of the small amounts of minerals present @).on an otherwise 
homogeneous distribution. Such material in intimate contact with the mineral matrix is often 
designated as the "bitumen 2" in oil shales and clays (*? More interestingly at higher rank 
(Nantganv and Oakdale), some components in the clathrated phase seem to represent those which 
have been more recently cleaved from the macromolecular framework. These are conspicuous by 
their relatively immature conformation (Table 2) having been preserved in the macromolecule by 
covalent bonding till release at higher maturity. For example, the higher MW members of the 
extended hopane series which are usually lost rapidly with thermal maturation are observed more 
prominently in the pyridine extractable alkanes than in those recovered by DCM treatment., even 
for the Oakdale vitrinite. In terms of detecting such immature bimarker distributions in the 
clathrated phase, Silkstone marks the cross-over point in this suite of samples. Although 
significant proportions of the biomarkers identified may well be derived from the small amounts of 
liptinite present (Table I), it appears that their accessibility to solvents is governed by the changes 
in the bulk, i.e. vitrinite structure as  a function of rank. 
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The use of the sterane internal standards h a s  indicated semi-quantitiatively that the amounts of 
molecular (DCM- and pyridine-exWactable hopanes and steranes decrease markedly with 
increasing rank. However, this depletion is substantially less marked when one takes account of 
the significant amounts released by the hydrogenation step (see above). 

Biomarkers such as C3l and C32 ap-hopanes with the 22R configuration, c27 178 (H) - 22,29,30- 
trisnorhopane and C29 (a,a,a-20R) steranes can be extracted from peats during early diagenesis 
(7).and all are detected in higher proportions than expected in the hydrogenation products, even for 
the highest rank of vitrinite (Nantganv) to which this step has been applied (Table 2). This 
confirms that configurations can be preserved through incorporation of biolipids into the 
macromolecular structure during early diagenesis and this holds for both c h i d  centres which are 
part of a ring or in an akyl  sidechain. 

Curbon sk- Table 3 summarises the carbon skeletal parameters obtained from the 
SPE 13C NMR measurements. Due to the time consuming nature of these experiments, only results 
for 4 of the samples have been obtained thus far. As a check on the self-consistency of both the 
aromaticities and the non-protonated aromatic carbon concentrations obtained for the vitrinite 
concentrates, their aliphatic WC ratios have been derived using the following relationship (23): 

(HOoveran = (WC)ali.(I - fa) + (wC)'zw& (9 

where fa is the aromaticity and (WC)', is the aromatic WC ratio including phenolic hydrogen 
= (1 - C'. &/Cm C'np.ar/C, being the fraction of non-protonated aromatic carbon corrected for 
phenols. For the bituminous coal samples, it has been assumed that the phenolic groups account 
for 60 % of the total oxygen consistent with much of the information in the literature 1231. 

M l e 3  Carbons keletal -13C SPE NMR SO~C~~OSCOIJY 

K U  
(1) : aromaticity, mole fraction of total sp2 carbon. 
(2) : mole fraction of non-protonated aromatic carbon over total carbon. 
(3) : atomic W C  ratio derived from elemental analysis. 
(4) : aromatic WC ratio derived from (2), excluding phenolic OH. 
(5 )  : aliphatic WC derived by expression (i) in text. 

The aliphatic W C  ratios derived using expression (i) are in the range, 1.8-2.1 (Table 3) which 
appears to be reasonably consistent with strctural information derived from other techniques (23). 
The key finding is that, in the rank range from Snibston to Manton where %% increases from 0.47 
to 0.79 (Table I), theR is a small increase in carbon aromaticity (0.79 to 0.81). but the fractions of 
non-protonated carbon (0.52-0.53, Table 3) and the atomic WC ratios (Table 1) remain constant. 
It is difficult to derive unambiguously the fraction of bridgehead aromatic carbons from the total 
fraction of non-protonated aromatic carbons since the fractions of alkyl and heteroatom-attached 
carbons must be subtracted and this is beyond the scope of this investigation. However, the 
relatively small variations in 0 content (by difference, Table 1) of ca 2% and the similarity of the 
aromaticites and fractions of non-protonated carbon (Table 3) would suggest that the proportions of 
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bridgehead aromatic carbon vary by no more than 3-5 mole % carbon. However, this still might be 
significant given that there is a change of 9 mole % in going from naphthalene to phenanthrene. 
Thus, although the degree of condensation of the aromatic structure is not likely to change 
markedly or to an extent that can readily be detected by solid state l3C NMR, it could well be that 
secondary factors, particularly the anisotropy of aromatic nuclei as reflected by the extent of non- 
covalent associative interactions are responsible for the variation in vitrinite reflectance. 
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Kevwords: Conformational changes, liquefaction 

ilLEmAa 
Recent work has demonstrated that chlorobenzene (CB) pre-treatment can affect the 
mass transfer characteristics of Pittsburgh No.8 Argonne Premium Coal Sample 
(APCS), as indirectly it results in significantly altered product yields in a number of 
liquefaction regimes. Pre-treatment of Pittsburgh No.8 APCS with CB results in 
significant conformational changes andthis is then reflected by examination with 
differential scanning calorimetry (DSC), surface area (SA) measurement and broadline 
1H NMR relaxation. DSC reveals the existence of a glass to rubber transition (Tg) for 
untreated and treated samples in the region 1 looC to 12OOC. with the transition shifted 
tD a lower temperature for the CB treated coal. CO2 adsorption indicates that CB 
treatment markedly affects the amount of C@ adsorbed and the equilibration 
behaviour. The chlorobenzene treatment caused the IH thermal relaxation times to 
generally increase, in contrast to pyridine extraction where the reverse trend is usually 
observed. 

INTRODUCTION 

It has been previously summerised that in cases where improved liquid product yields 
had been achieved in coal liquefaction(1-8). the accessibility of solvents within the 
highly porous macromolecular structure of coals has been improved, particularly during 
the initial stages of liquefaction where retrogressive reactions need to be avoided. 
However, interpretation of these phenomena in terms of changes in the macromolecular 
structure of coals is complicated by the fact some organic matter is being removed at the 
same time that conformational changes may be occuning. Chlorobenzene has the 
advantage of extracting virtually no organic matter from coals. Further, it is non-polar 
and would not be expected to significantly disrupt hydrogen bonds at relatively low 
temperatures (d500C) in coals. 

It was found that the chlorobenzene treatment improved the oil yields (as measured by 
dichloromethane-solubles) in short contact time hydrogen-donor solvent Liquefaction 
with tetralin (400°C. 15 min.) for the 3 bituminous coals (9.10). As well as short contact 
time liquefaction with tetralin, improved oil yields were also achieved upon 
chlorobenzene treatment in solvent-free (dry) hydrogenation of Pittsburgh No. 8 coal 
(9). The amounts of hydrogen transferred from the tetralin were broadly similar for the 
initial and chlorobenzene-treated coals strongly suggesting that the improved oil (DCM) 
yields arise from limiting retrogressive char-forming reactions rather than cleaving more 
bonds per se. However, the increased oil yields were accompanied by reductions in the 
overall conversions to pyridine-solubles for two out of the three bituminous coals 
investigated. Reducing the pre-treatment rime from the standard 3 day period to 3 hours 
for Point of Ayr gave similar conversions with tetralin indicating that the 
conformational changes occur relatively fast, particularly in relation to the timescales of 
over 3 days usually associated with completely removing solvent-extractable material. 
This trend would appear to be consistent with the men t  communication by Larsen and 
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co-workers ( 1 1 )  who found that the chlorobenzene treatment reduced the yield of 
pyridine-insolublcs from tetralin extraction of the Illinois No. 6 APCS. 

In the continuing investigation into the effects of chlorobenzene treatment on coal 
conversion phenomena, the effect of the pre-tmunent on the macromolecular structure 
has been investigated using DSC, broadline 1H NMR and CO2 adsorption. Funher 
liquefaction experiments have been conductedusing hydrogenated anthracene oil and 
solvcnt free hydrogenation. Point of Ayr coal under relatively low temperature 
pyrolysis was conducted to ascertain whether the same effect occurred as pre-treating 
with chloroben7me. 

EXPERIMENTAL 

The standard chlorobcn7me treatment of 3 days was applied to the coal samples of 
Point of Ayr (87% dmmf C) , Bentinck (83% dmmf C) both of which are UK coals 
and Pittsburgh No.8 APCS. As previously described with tetralin, extractions with 
H A 0  and hydroliquefaction with naphthakm! were conducted with a solvent to cod  
mass ratio of 2: 1 and contact times of 15 and 60 min.at 4ooOC. yields of DCM- and 
pyridine-insolubles being determined. Pyrolysis of Point of Ayr was conducted in a 
tube furnace. The sample was heated up to 18OW at a rate of 5W min-1 under nitrogen 
then cooled to room temperature, the volatile matter property was then compared to that 
of the CB mated coal. 

DSC was carried out on the initial and chlorobenzene-treated samples of the Pittsburgh 
No. 8 APCS using a Mettler DSC 30 system. The standard aluminum pan used 
contained two holes which allowed the evaporation of water. Each sample was weighed 
into the aluminum pan and then dried under a stream of nitrogen at 1 IOOC before being 
cooled to 3ooC and reweighed. DSC was then performed by heating the sample at IOOC 
min-1 to 250°C. 

'H N M R  thermal relaxation t imu (TIS) were determined at 100 MHz using the Bruker 
MSL 100 sptromenter  by inversion recovery using single point acquisition for the 
free induction decays. 128 delays were used with fixed increments of either 6 or 10 ms. 
The data were fitted either to a single or two components using the SIMFIT PW-al 
programme; the smaller increment of 6 ms gave more data points covering the initial 
relaxation and this favoured a two component fit. 

To determine the effects of chlorobenzene treaunent on rates of m a s  transfer, COz 
adsorption at 19K and a P/P, of 0.05 was measured using a Quantasorb Quantachrome 
instrument. 

RESULTS AND D I S C U W  

Volatile Mater 

Table 1 shows the volatile matters for initial coal, chlorobenzene treated coal and the 
pyroyised coal (18OOC). The value has rcmained within experimental error indicating 
that the volatile matter has not been altered during either of the treatments. Therefore 
any change in yields for the CB treated coal can be accounted for by a change in the 
macromolecular structure. 

! 
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The yields obtained from the initial and chlorobenzene-treated samples of Point of Ayr 
and Bentinck coals with residence time of 60 min. are summarised in Table 2. The 
effects of the pretreatment on conversions are relativcly small for Point of Ayr coal, 
especially compared with tetralin (9.10). In contrast, significant reduced overall 
conversions to pyridine-solubles have been obtained for Bentinck coal with a 
concomitant reduction in oil yield at the longer residence time (Table 2). 
H A 0  is largely in the liquid phase at 4oooC and, intuitively, should be affected less by 
conformational changes brought about by the chlorobenzene treatment than smaller 
molecules in the vapour phase, such as tetralin. Nonetheless, mass transport 
phenomena would still appear to be affected, particularly for Bentinck where the ability 
of HA0 to prevent retrogressive reactions has been curtailed. 

Batchwise hvdroeenation 

Table 3 lists the conversions obtained for Bentinck coal. In contrast to Pittsburgh No.8 
coal (9). a reduced yield of EM-soluble products was obtained upon Veatment which 
would appear to be consistent with the general trend reported above in naphthalene 
hydroliquefaction. This presents further evidence that the effects of the chlorobenzene- 
treatment on the liquefaction behaviour of Bentinck are markedly different to those for 
Pittsburgh No.8 and Point of Ayr coals. . 

ene hydroliauefaction 

The mnds in naphthalene hydroliquefaction (70 bar cold hydrogen pressure) mirror 
those observed in the previous thermolytic extraction (Table 4) although the 
conversions to DCM-solubles are considerably higher due to the hydrogen over- 
pressure. For Point of Ayr coal, a small increase in the DCM-soluble product yield was 
obtained whereas, in contrast for Bentinck, there was a reduced overall conversion to 
pyridine-solubles (Table 4). 

D i f f e a  S c a n n h  C a l o r i w  

The traces from the first 3 cycles of the experiments in which initial and cblorobenzene- 
treated Pittsburgh No.8 coal were heated and cooled repeatedly are shown in Figure 1. 
The initial coal displays a broad feature centred at ca 145T but, after heating to 25W,  
this shifts irreversibly to much lower temperature (105-1 15%) where it becomes truely 
reversible; the traces for the second and all subsequent heating cycles are virtually 
identical (Figure 1) and hence the event is characterisitic of a glass to rubber transition. 
This behaviour was also recently reported by Mackinnon and Hall for the Illinois No.6 
APCS (Iz) and is broadly similar to that for many polymer systems which first of all 
undergo an initial enthalpy relaxation before displaying reversible glass to rubber 
transitions. 

After chlorobenzene treatment, the initial irreversible transition observed for the parent 
coal is no longer present. The trace comprises a broad endotherm below 1 2 K  which 
might be due to the evaporation of a small amount of residual solvent and a much 
sharper feature at 1400C. Upon subsequent heating, these features disappear and the 
traces obtained resemble those for the initial coal except the reversible glass to rubber 
transition has shifted ca loOC lower (Figure 1 ). 

This evidence confms  that chlorobenzene treatment has altered the conformation of the 
coal but, as for the initial coal, the treated coal then itself undergoes a further 
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irreversible change upon heating. The final conformation obtained may be somewhat 
different than that derived from the initial coal because of the lower reversible glass to 
rubber transition temperature. 

-1- 

Table 5 lists the IH Tls for the 3 bituminous coals before and after chlorobenzene 
treatment. The thermal relaxation behaviour of the Pittsburgh No.8 APCS was best 
fitted to two components. Upon treatment, there is a significant increase in 'H TIS the 
for Pittsburgh No. 8 (for the slower relaxing dominant component) and Point of Ayr 
coals but not for Bentinck. It is interesting to note that upon pyridine extraction, there is 
usually a marked reduction in 1H TIS probably due to a combination of removing 
molecular species and the formation of new non-covalent (hydrogen-bonded) cross- 
links. However, upon prolonged vacuum drying, it has been found that the increase 
again implying that only a small amount of pyridine imbibed is required to significantly 
reduce the segmental motions (frequencies in the MHz range) within the 
macromolecular stmcture. Thus, the implication is that the chlorobenzene treatment has 
increased the mobility (possibly through the irreversible cleavage of non-covalent 
cross-links) within the macromolecular structure of two out of the three bituminous 
coals investigated. 

Following CB treatment Pittsburgh No.8 and Point of Ayr showed an increase in the 
equilibrium uptake of COz. The relative increase for Pittsburgh No.8 was 1.77 and for 
Point of Ayr 1.43. These results are difficult to interpret unequivocally but it is known 
that COz swells coals at high pressures. Therefore, the increase in COz uptakes may 
indicate an increased propensity to swell in COz, which may increase accessibility. 
Whatever the correct explanation may be, this may have important consequences for the 
accessibility of other materials important to liquefaction. Kinetically, the adsorption of 
C& could be resolved into two distinct components: an initial rapid uptake was 
followed by a slower but more linear approach to equilibrium. After treatment, the 
exponential uptake proceeded more rapidly but the linear uptake region was not 
affected. This description extends the earlier data reported by PJH for Upper Freeport 
coal (I3) in showing that both the amount adsorbed and equilibration behaviour are 
markedly affected by chlorobenzene treatment. We have attempted to model the uptake 
by a number of diffusion models but with no success, this may indicate mixed modes 
of diffusion occurring concurrently. 

General Discus& 

It is now evident from the wide range of liquefaction experiments conducted on the 3 
bituminous coals investigated that chlorobenzene treatment profoundly affects 
behaviour. Further, conversions are affected both as a function of both the liquefaction 
regime and the coal used. These fmdings imply that the conformational changes 
brought about by the treatment are not uniform and consequently the transport 
properties of reactants (is. solvents and hydrogen gas) in and products out of reacting 
coals are affected in different ways. 

DSC, broadline IH NMR and COz adsorption have all detected changes with DSC 
indicating that the initial and chlorobenzene-treated coals undergo irreversible but 
different transformations in the temperature range 130-15oOC. Further, DSC has raised 
the issue as to how the effects of chlorobenzene and, indeed other solvent treatments, 
might differ than those brought about by simple heat-treatment. Other techniques that 
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can be used to probe these phenomena include small-angle X-ray scattering (SAXS), 
mechanical tests and simple swelling measurements. Yun and Suuburg have recently 
used dynamic mechanical analysis @MA) to detect irreversible conformational changes 
brought about mild heating of the Pittsburgh N0.8 and Upper Freeport AFCS with the 
results being compared with DSC and solvent swelling (14.15). They argue that DMA 
measurements are considerably more sensitive than DSC below loooC for detecting 
changes induced by the removal of moisture with a transition at 6oDC being observed 
for Pittsburgh No.8 coal. However, the events observed after heating the initial coal to 
2WC do not appear to correspond to those found here by DSC for CB treatment. 
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Table 2 Hvd rogenated Anthracene 0 il Extractions w ith a Cpntgct Time 
of 1 Hour 

Poinf of Ayr (a )  
Initial coal 

CB treated coal 
Bentinck (a)  

%dafcoal I %DCM conv* %Pvr-sols/DCM- % Pyr-insols 

39.6 39.9 20.5 
38.9 43.5 17.6 

Initial coal (a) 
CB-treated coal (a) 

42.3 
41 9 

Initial coal 
CB treated coal 

insols 
22.2 22.6 55.2 
12.9 31.9 55.2 

3.6 
17.3 

coal 

Poinf of Ayr (a) 
Initial coal 

Table 3 Hvdr- Coal (d Hour 

~~ 

% daf coal 
%DCM conv.* %Pyr-soldDCM- % Pyr-insols 

insols 

29.3 36.8 33.9 

I %daf coal I %DCM conv.* %fir-sols/DCM- % Pvr-insols 

CB treated coal 
Bentinck (a) 

Initial coal 
CB mated coal 

35.4 28.3 36.3 

27.3 31.2 41.5 
27.9 19.0 53.1 

Table 4 Hvdroliauefaction using Naohthalene (1 Hour Residence Time) 

coal 

Pittsburgh No.8 

TIS, ms 
Initial CB-treated 

176 (82%) 198 (72%) 
7.3 (18%) 7.3 (28%) 

Bentinck 90 (100%) 89 (100%) 
I Point of Ayr 76 ( 1 0 % )  109 (100%) 
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Heat flow (mW) Untreated Pittsburgh Nn.8 

, 
0 100 z o o  
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1 st Scan 
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3rd Scan 
-2.2 - 

......... 
.......... 

-2.4 - 
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-3.8 - 
-3.0 

1 0 0  Z O O  3 0 0  
Temperature (deg C) 

FIGURE 1 DSC ANALYSIS OF PITTSBURGH No.8 COAL 
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NATURE OF CROSS-LINK BONDS 
FOR SOME BITUMINOUS COAL 
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Tohoku University, Katahira 2-1-1, Aoba-Ku 

Sendai 9 E O .  Japan 

Keywords: Coal structure, One-Component Model, Solvent Extraction. 

INTRODUCTION 

The two-component(phase) model of coal structure, in which coal 
consists of two components, i.e., a macromolecular, covalently 
cross-linked network and a relatively low molecular weight, 
molecular component trapped inside the network, seems to be widely 
accepted, from NMR relaxation (1) pyrolysis (21, and catalytic 
hydrogenation(3) studies for bituminous coals, and from liquefac- 
tion study ( 4 )  for low-rank coals. Nishioka (5) , however, suggests 
that one-component model, in which coal consists of one component 
of physically associated molecules, i.e., aggregates of coal 
molecules of various molecular weight, is more suitable for some 
bituminous coals. 

In this paper structure model of bituminous coals, especially 
nature of bonds which form a cross-linked network, is discussed 
from our results, including the results already published(6-13), 
about the extraction of coals with CSz-N-methyl-2-pyrrolidinone 
(NMP) mixed solvent and characterization of the extracts and 
residues obtained with the mixed solvent. 

EXPER I MENTAL 

Extraction and fractionation procedures are shown in Figure 1. The 
coals were exhaustively extracted with CSz-NMP mixed solvent(1:l by 
volume) at room temperature under ultrasonic irradiation, according 
to the method described before(6,ll). The solubility of the 
extract fractions was determined f r o m  the amount of the insoluble 
part when 400mg of the sample in 50ml of the CSZ-NMP mixed solvent 
was ultrasonically irradiated for 30min at room temperature, in the 
presence or absence of an additive(9). The swelling ratio(Q) was 
mesured by the volumetric method ( 1 4 )  . 
RESULTS AND DISCUSSION 

E x t r a c t i o n  Y i e l d  w i t h  t h e  CS2-NMP Mixed Solvent 

The two-component model assumes the existense of a large amount of 
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covalently cross-linked network which is not soluble, i.e., which 
is not extracted with any solvents. In fact, the extraction yields 
higher than 4Owt%(daf) are hardly obtained s o  far without covalent 
bond breaking in coal. CS2-NMP mixed solvent(1:l by volume), 
however, was found to give very high extraction yields at room 
temperature. Table 1 shows the extraction yields with the mixed 
solvent for the coals which gave the yield higher than 40wt% (6). 
Z Z  (China) , SY (Japan), and U F  (USA) coals gave the yields higher than 
50wt%. Another ZZ coal, which was obtained recently, gave 77.9wt% 
of the extraction yield(l0). No solubilization reactions in the 
mixed solvent extraction, such as covalent bond breaking, is 
suggested from several experimental results including characteri- 
zation of the extracts and residues obtained. One of the important 
results supporting the conclusion above is that the heavier frac- 
tion than preasphaltene, i.e., the pyridine insoluble extract 
fraction, could be obtained by this extraction. 

Table 2 shows the effect of TCNE addition on the extraction yield 
with the CS2 -NMP mixed solvent. UF (Argonne sample) coal increased 
the extraction yield from 60.4wt% to 85.0wt%, and UF-P(PS0C sam- 
ple), LK, and SG coals gave the yield higher than 50wt%, by the 
addition of TCNE. The effect of TCNE can be explained by the 
breaking of associations between coal molecules by TCNE, as descri- 
bed in the last section, not by the breaking of covalent bonds -in 
coal. This indicates that U F  coal, for example, have 85wt% of 
solvent soluble component. 

The extracts swell in the solvent which does not dissolve them, 
suggesting that they have a kind of a cross-linked structure (12) . 
Since an extract is soluble in the extration solvent and cross- 
linked network consisting of covalent bonds is insoluble in any 
solvent, the extracts, which was obtained here with the high 
yields, seem to be a giant assembly(aggregates1 of a small mole- 
cules by noncovalent bonds such as hydrogen bonds and charge 
transfer interaction. 

S i m i l a r i t y  o f  the Ext rac t  and Residue. Cont inu i ty  o f  Coal Structure  

Figure 2(7) shows the fraction distribution of E-AS, E-PS, E-PI, 
and residue, which were obtained from the extraction with the C S 2 -  
NMP mixed solvent and subsequent fractionation. Table 3 (7) shows 
that the values of ultimate analysis of each fractions are similar, 
or gradually increase or decrease with the order of E-AS, E-PS, E- 
PI, and residue. No clear discontinuity was found between E-PI and 
residue. VM(daf) in proximate analysis of the extracts(E-PS + E- 
PI) and residues were found to be very similar (7). Similar swell- 
ing ratios(Q) of E-PI and the residues in methanol, benzene, and 
THF for Z Z ,  SY, and LK coals were also obtained(l2). 

., I 

I 

--- 1 
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\\ The results above that there is no discontinuity between the extr- 
act fraction and the corresponding resldue suggest that one- 
component model i s  more suitable than two-component model, in which 
coal consists of two quite differnet components, for some bitumi- 
nous coals used here. 

Association of  Coal Molecules 

Coals have several kinds of noncovalent interactions such as 
hydrogen bonding, charge transfer, aromatic(n -aromatic(n 1 ,  and 
dipole(ion)-dipole(ion) interaction, which varies depending on coal 
rank. E-PI from 22 coal was found to become partly insoluble in 
the CSz-NMP mixed solvent due to the association of coal molecules 
and the addition of the separated lighter fractions, i.e., E-AS and 
E-PS, or other compounds such as TCNE and p-phenylenediamine (PDA) 
recovered its solubility in the mixed solvent(9), probably due to 
the breaking of the association of coal molecules by the additive. 
Similar result was obtained for E-PI from UF coal, i.e., the 
addition of only O.O25(g/g coal) of TCNE and PDA increased the 
solubility of E-PI in the mixed solvent from 55.lwt% to 99.0 and 
96.5wt%, respec-tively. 

Figure 3 shows IR spectra of the mixed solvent insoluble E-PI(E-PI- 

E-PI-S after washing with benzene (b) , THF (c) , DMSO (d) , and pyrri- 
I dine(e), respectively. Figure 3 shows that TCNE retained in E-PI-S 
1 was removed by better solvents than acetone(E-PI-S(a)) for coal 

molecules. Thus, the order of the degree of the TCNE removal, 
i.e., acetone < benzene < THF < DMSO < pyridine, agrees with that 
of the extraction yields obtained in tne extraction with these 
solvents. The result that TCNE can be removed by solvent washing 
suggests that TCNS is retained by adsorption to PI due to noncova- 
lent interactions, not by some chemical reactions such as Diels- 
Alder reactions. 

I 

1) I) and soluble E-PI (E-PI-S (a) ) fractions after TCNE treatment and 

I 

/ 
I CONCLUS IONS 

High extraction yields obtained by using the CSz-NMP mixed solvent, 
similarity between the extracts and residues, and association and 
dissociation behavior coal molecules of coal wolecules suggest that 
some bitumi-nous coals such as UF and Z Z  coals have coal structure 
in which coals consist of one component of a giant assembly 
(aggregates) of relatively small molecules. Covalently bonded 
cross-linked net-work, which is assumed in two-component model of 
coal Structure, does not seem to be a main structure for these 
coals. 
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Table 1. The selected' extraction yields with the CSz-NMP mixed solventb 

Coal Symbol Specification Country C% Extraction 
(daf) yield 

(wt%, daf) 

__ Zao Zhuang 22 China 86.9 65.6 
Shan Jia Ling S J  China 86.8 45.4 
Shin-yubari SY Japan 86.7 60.6 
Upper Freeport UF Arqonne USA 86.2 54.0 
Ding Tian DT China 86.0 46.6 
Ping Ding Shan PS China 85.4 43.0 
Thurston Property TP SBN USA 84.9 45.4 
Lower Kittanning LK PSOC8 1 5 USA 84.0 46.8 
Lingan LG SBN Canada 83.6 41.2 
Pittsburgh No.8 PB Argonne USA 82.6 40.1 

__ 
__ 

__ 
__ 

~ ~~ 

'The yields higher than 40wt%(daf) were selected. '1:l By volume. 
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Table 2. Effect of TCNE addition on the extraction of 
various coals with the CS2-NMP mixed solvent 

Coal C% Amount of TCNE Extraction 
Idaf) Ig/g coal) yield 

(ut$, daf) 

sw 
(Swell 8 )  
UF 

UF-P' 

LK 

PB 

SG 
(Stigler) 

813.4 none 
0.100 

86.2 none 
0.025 

85.0 none 
0.100 

84.0 none 
0.100 

82.6 none 
0.025 

77.8 none 
0.100 

37.9 
47.9 
60.4 

4 4 . 2  
50.1 
4 6 . 2  
6 1 . 5  
39.0 
42.6 
37.5 
52.3 

85.0 

'UF coal from PSOC. 

Table 3. Ultimate analyses of the raw coals, 
extract fractions and residues 

I 
! 

Extract Raw 
E-AS E-PS E-PI Residue coal 

I 

i 

Zao Zhuang 
C 89.1 85.9 85.5 85.3 86.9 
H 6.8 5.3 5.1 4.7 5.1 
N 1.2 1.7 1.8 1.6 1.5 
S 1 . 1  1.8 1.7 2.1 1.6 
0. 1.8 5.3 5.9 6.3 4.9 
H/C 0.91 0.74 0.71 0.66 0.70 
o/c 0.015 0.046 0.052 0.055 0 . 0 4 2  

C 88.5 86.6 85.8 81.7 86.2 
H 6.7 5.4 5.0 4.7 5.1 
N 1 . 1  1.8 2.1 1.8 1.9 
S 0.5 1.0 1 . 1  5.5 2.2 
0' 3.2 5 . 2  6.0 6.3 4.6 
H/C 0.91 0.75 0.70 0.69 0.71 
o/c 0.021 0.045 0.052 0.058 0.040 

C 86.4 84.7 8 3 . 4  79.9 82.3 
H 6.1 5.3 5.1 4.9 5.2 
N 1 . 1  1.9 2.1 1.6 1.7 
S 1 . 1  1.3 1.2 5.0 3.9 
0. 4.7 6.8 8.2 8.6 6.9 
H/C 0.92 0.15 0.73 0.73 0.75 
o/c 0.041 0.060 0.074 0.081 0.063 

Upper Freeport 

Lower kittanning 

'By diffrenece 
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CS,-NMP 
extraction 

Figure 1. Solvent fractionation procedure 
of the extract obtained from the CSz-NMP 
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INTRODUCTION 

Most studies of the swelling of coal have been based on the Flory-Rehner model for the swelling of 
polymer networks, somtimes modified to account for factors such as fmite chain length, or in work 
conducted in this laboratory, hydrogen bonding interactions. However, as a result of work reported 
over the last ten years or so (e.g.. references 1-5) it is now clear that there is a big problem with this 
approach. Although some data has been interpreted so as to bring in to question the fundamental 
assumption of the separability of the elastic and free energies (6,7), the most serious deficiency 
appears to be the second major assumption of the Flory-Rehner theory, that the deformation of the 
elementary chains of the network is in some fashion affme with the macroscopic deformation 
(swelling) of the sample. The neutron scattering work of Bastide et al. (3) has demonsaated that the 
network elementary chains have approximately the same dimensions as equivalent non cross-linked 
chains in solutions of the same concentration, which is much less than would be expected on the basis 
of an affine deformation model. These results are in good agreement with the c* theorem of de 
Gennes (8),  who proposed that in a good solvent the swollen coils of the network largely exclude one 
another from a volume that is (more-or-less) defined by their radius of gyration, but because the 
chains are forced into contact at their cross-link points the gel is analogous to the situation at the 
overlap threshold in a semi-dilute solution. Accordingly, Bastide et al. (2) proposed that the swelling 
of a gel proceeds by a process of topological rearrangement or disinterspersion of the cross-link 
points or nodules and demonstrated that an analysis based on a scaling approach is in good agreement 
with experimental observations. 

In recent work we have modified the classical Flory-Rehner approach by abandoning the affine 
assumption (9). We have used the packing conditions that are a consequence of the c* theorem and a 
scaling law to define a relationship between the degree of swelling and elementary chain extension. 
The model appears to provide a good description of various swelling and deswelling experiments and 
provides a simple foundation on which we can examine the swelling of coal. We can only report here 
an outline of the model and the theory will be presented in greater detail in a separate publication. We 
will consider fvst the basic equations for the free energy, then consider how these must be modified 
to account for two crucial features of coal smcture, hydrogen bonding and finite chain length. 

THEORY AND CALCULATIONS 

We sm with a hypothetical perfect network of very long chains, each of the same length (degree of 
polymerization, N) and cross-link functionality (f). The treatment for equilibrium swelling in a good 
solvent where the swollen chains are at the threshold between the dilute and semi-dilute regimes is 
stmightforward and uses three basic and familiar assumptions: 

1) The free energy of the gel can be written as the sum of two separate components, describing the 
elastic free energy and mixing free energy, respectively. 

2) These components of the free energy can be expressed in terms of the classic elastic free energy 
and the Flory-Huggins theory (modified later to account for hydrogen bonding). 

3) Following de Gennes, we assume that a1 equifibriwn in D good sofvenr the chains expand to the 
extent that they would in a dilute solution of the same solvent. The cross link points 
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disintersperse to the extent that the gel is a collection of spheres of individual network chains that 
as far as possible exclude segments of other chains from their volume, but are forced into contact 
at their cross-link points, as illustrated in figure 1. 

Using the first two assumptions the equations for the free energy can be writtcn down immediately, 
while the tinal assumption provides the essential connection between the volume fraction of polymer 
segments (Le., the degree of swelling) and the chain expansion factor (9). The free energy is then 
given by: 

where ns is the number of moles of solvent. os. gC are the volume fractions of coal and solvent, 
respectively 5 is the cycle rank of the network, u is the number of chains, x is the Flory-Huggins 
interaction parameter and a is the chain expansion factor. The chemical potential of the solvent then 
follows immediately as: 

In models that assume an affine deformation an expression for 3d3& is obtained from the condition 
Qc = l/a3. In using the c* model we can obtain a similar relationship from the packing condition (9): 

where is the volume fraction of coal segments within each excluded volume domain or "blob". 
For highly swollen networks Q, is not the same as the overall or nominal concentration 4, but we 
have calculated that for degrees of swelling less the 5 the packing factor that connects these two 
quantities is about 1 (9), so for coal, where the degrees of swelling are usually of the order of 2-3 we 
obtain 

This is very similar in form to the Flory-Rehner result, differing only in the first term, where the 
assumption of an affme deformation results in a hln/N term. 

THE EFFECT OF HYDROGEN BONDING AND FINITE CHAIN LENGTH 

The method we have used to describe hydrogen bonding interactions depends upon the determination 
of the modification to the number of configurations available to the chains when they are required to 
form their equilibrium dismbution of hydrogen bonds, relative to the state where the chains are not 
hydrogen bonded at all. The details of this procedure have been presented elsewhere (10,ll) and its 
initial application to coal has also been discussed (12). We will not reproduce the equations here but 
simply note that this introduces an extra term, ALH/RT, into equation 4, where the contributions of 
hydrogen bonds to the solvent chemical potential can be calculated from equilibrium constants that, in 
tum, can be experimentally determined using infrared spectroscopy (1 1). 

The effect of finite chain length is less easily handled. Previously we used a model developed by 
Kovac (13) and fmt applied to coal by Larsen et al. (14). Here we will confine our calculations to a 
simpler approach. Flory (15) compared approximate dismbution functions to an exact expression and 
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found for short chains (e.g., N=4) at small erremions the Gaussian function was the best 
approximation, but at higher extensions an inverse Langevin distibution (which Flory preferred to 
call the L* distribution) was superior. In initial calculations we have found that strong specific 
interactions are a smng driving force for chain expansion, 50 we will employ both approximations 
and compare the results. In the Gaussian approximation we employ equation 4 with the added 
hydrogen bonding contribution, while the use of the L* distribution gives: 

where the L* distribution has been rmncated after the d term. 

The results of applying these equations are shown in figuns 2 and 3, which shows a plot of the 
chemical potential as a function of the concenmtion of coal in the swollen sample. The non-zero 
intercept corresponds to the reciprocal of the degree of swelling. Calculations were performed using 
parameters for an lllinois #6 coal swollen in pyridine and THF, as listed in reference 12. We 
employed the data for swelling in pyridine (Q-2.5 or b 4 . 4 )  to calculate the number of statistical 
units in a chair, and it can be seen that we calculate a value of N=2 for the Gaussian approximation 
and N=4 using the L* distribution. The number of "aromatic clusters" per statistical unit is probably 
of the order of 5-10 (a statistical unit consists of a sufficient number of segments to give behavior 
equivalent to that of a freely jointed chain), so that the average number of units between cross link 
points is probably of the order of 20, if the model is correct. 

One test of the validity of the model is the degree to which it can now predict other results. Also 
shown in figure. 2 are calculations of the chemical potential of Illinois #6 coal swollen in THF. 
Because this solvent hydrogen bonds less suongly than pyridine the driving force for chain expansion 
is less, so we calculate an equilibrium value of & of the order of 0.5, or a degree of swelling Q=2. 
This is in good agreement with experiment (14). 
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INTRODUCTION 

The phenomenon of solvent transport into polymers has fascinated researchers for decades. 
Significant insight into the character of solvent transport has been obtained through time resolved 
direct imaging of concentration gradients during solvent uptake. Early on, optical microscopy 
revealed that systems in which a change in state accompanies solvent transport exhibit a sharp 
solvent front that penetrates the sample like a shock wave;’ such behavior has been referred to 
as case I1 transport to distinguish it from Fickian transport. Subsequent analysis of concentration 
profiles accompanying solvent transport has been accomplished using X-ray absorption’ and 
Rutherford backs~attering.’,~ Recently, NMR imaging5,6,7 has verified the behavioral 
characteristics of this transport mechanism. 

Case I1 transport behavior has been observed in a wide variety of rnacromolecule/solvent systems, 
including complex systems such as bituminous coals swollen in pyridine.’ The only requirement 
necessary for case 11 behavior is that the sample exist in a glassy state when dry, but cross a 
phase boundary to a rubbery state during the solvent uptake event. Two characteristics which 
typify case I1 behavior are the presence of a sharply defined solvent front and a constant front 
velocity. 

The search for a theoretical basis for this type of non-Fickian behavior has been irresistible for 
both experimentalists and theorists; to date numerous theories abound. Although there are many 
unique approaches to this problem, it is universally recognized that the general causes of case I1 
behavior are related to the relative magnitudes of characteristic diffusion times and molecular 
relaxation times in polymer/solvent  system^.^^'^ In the present paper, these generalities are 
exploited for the purpose of simplifying the quantification of case 11 transport. An experimental 
analysis of case I1 transport of methanol in polyethylmethacrylate and pyridine in coal using both 
optical and NMR imaging techniques is included as a test case for quantifying the transport 
behavior. 
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RESULTS AND DISCUSSION 

For the present purposes 2-D images using conventional techniques'' are sufficient to address the 
question at hand, and their acqu on is suitably fast. In order to ensure that the transport 
process was also two-dimensional, the upper and lower sample surfaces were protected from 
solvent infiltration by glass coverslip which restricted the flow of solvent to cross only the 
exposed faces of the sample. Each sample is rectangular with initial dimensions on the order of 
2 x 2 x 1 mm. The experimental protocol involved immersing the sample in the solvent for a 
period of time, removing it from the solvent bath, acquiring an image, and re-immersing it. 

Figure 1 presents transient images together with one-dimensional projections for each of the three 
macromolecular systems. The first (a) illustrates the swelling behavior of isobutyl rubber in 
toluene. In the case of a rubbery material, the transport behavior is anticipated to be Fickian. 
Analysis of the dynamic behavior of the isobutyl rubber confirms this: during the swelling 
interval a steep solvent gradient observed in the frame rapidly evolves into a smooth and 
shallower gradient indicative of a transport mechanism which is essentially Fickian. 

The second (b) illustrates the swelling behavior of PEMA in methanol. Clearly evident is a 
sharply defined solvent front which separates a swollen region from the glassy core. Swelling 
is essentially complete when the solvent fronts meet at the object center. In general, this behavior 
is typical of all polymers which pass through a glass to rubber transition during solvent uptake.'* 
The term case I1 has been used to describe such transport phenomena.' Analysis of the transport 
of pyridine during the swelling of a sample of high volatile bituminous coal (c) clearly reveals 
a sharp concentration profile during the uptake process which is indicative of case 11 type 
transport behavior. 

In order to quantify the transient aspects of case I1 transport, a phenomenological transport model 
was designed which incorporates the essential characteristics of swelling of materials that exhibit 
a glass transition accompanying solvent uptake. Solvent induced dilation of a macromolecular 
network, in either the glassy and or the rubbery states, results from osmotic stresses. Kinetically, 
the character of transport, hence dilation, is different in the two states. In the glassy state the 
characteristic relaxation time for diffusion is very long relative to the relaxation time for 
molecular motion. In the rubbery state, however, diffusion is very rapid relative to molecular 
relaxation. The point of inversion in the relative magnitudes of the characteristic relaxation times 
occurs when crossing the phase boundary from the glassy to the rubbery state. 

The presence of this osmotic stress is a thermodynamic driving force for rapid expansion at the 
phase boundary. The net effect of the relaxation at the glass to rubber transition is to convert the 
problem of solvent transport into a moving boundary value problem; the rate of relaxation in the 
rubbery region drives the diffusion in the glassy region. 

Any useful model constitutes a balance between the need to accurately describe a physical 
process and the desire to remain simple with a minimum number of parameters. Ideally, these 
parameters have a direct connection with fundamental molecular scale characteristics of the 
macromolecule. In the case of solvent transport in a system undergoing a glass transition, we 
can define the uptake behavior using three parameters: a characteristic cooperative diffusion 
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coefficient, D,. governing dilation of the network; a molecular relaxation rate constant, p, which 
is given by the relationship p = KJql, where q l  is the bulk viscosity and K, is the osmotic 
modulus; and a critical solvent concentration, C*, above which there is a transformation of the 
network from a glass to a rubber. 

Figure 2 illustrates the time dependent uptake, LA,,, vs. the square root of dimensionless time, 
z, for PEMA and the hv bituminous A coal. Depending on the magnitude of p, the characteristic 
shape of the uptake curve plotted as normalized dilation vs. the square root of dimensionless time 
is observed to evolve from an essentially convex shape at high values to sigmoid shaped uptake 
curve at the lower values. The convex curves are indicative of constant velocity of solvent front 
with time; this is cdnsistent with case I1 behavior and clearly distinguishable from Fickian 
transport behavior. The cooperative diffusion coefficient and absolute magnitude of p calculated 
for PEMA and the coal using C* = 0.25 are D, = 9.4 x 10.' cm*/s, p = 4.2 x 10~bs~' and D, = 7.4 
x 10.' cm*/s, p = 3.5 x s?, respectively. Quantifying these parameters and searching for the 
relationship between molecular structure and transport behavior will be the focus of future work. 
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Figure 1. 2-D transient proton NMR images and I-D projections of solvent transport 
in three macromolecular networks: (a) toluene in isobutyl rubber, (b) methanol in 
polyetbylmethacrylate, and (c) pyridine in hv bituminous A vitrain. 
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Figure 2. Dilation data for hvA bituminous vitrain swollen in pyridine and polyethylmethacrylate 
(PEMA) swollen in methanol fit to case I1 model with C* = 0.25: (A) PEMA, p = 1.0; 
(B) vitrain, p = 1.0 (C) PEMA, p = 10 (D) vitrain, p = 10. 
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INTRODUCTION 

Pyridine is one of the most effective and commonly-employed 
solvents for investigating coal structure. We have recently determined 
sorption isotherms for several coal-pyridine systems'. The most 
striking characteristic of the these isotherms are their high linearity 
over a very wide pressure range. The curves also have nonzero 
intercepts. We propose that these isotherms can be modelled by a dual- 
mode sorption mechanism which has been widely used to interpret the 
sorption isotherms of glassy 

In this model, the sorption mechanism is described in terms of one 
population of ordinarily dissolved sorbate which resides in the coal 
matrix and is described by Henry's law (i.e. sorption is linear with 
pressure) while the second population of sorbate is considered to 
occupy unrelaxed free volume (micropores) within the coal matrix and 
is described by a Langmuir isotherm. We propose that the linear 
portion of the pyridine isotherms presented in this paper represent 
dissolution of pyridine and that the intercepts are a measure of the 
coal's microporosity available to pyridine. We present results on the 
Argonne premium Illinois No. 6 coal, includingthe whole coal, pyridine 
extract, extraction residue, and some 0-alkylated coals, to support our 
hypothesis. 

Porosity of Coals. 
The pores in porous solids are generally classified into three 

regimes'; macropores with diameters greater than 500 A .  mesopores with 
diameters from 20-500 A ,  and micropores with diameters less than 20 A .  
This classification is not arbitrary and is based on the 
characteristics adsorption effects as manifested in the sorption 
isotherm. In the macropore range, the pores are so wide that it is 
virtually impossible to map out the isotherm in detail because the 
relative pressures of the adsorbate (adsorbed gas) is so close to 
unity. In mesopores, capillary condensation takes place, usually at 
moderate relative pressures (greater than 0.3 relative pressure). In 
micropores, which are of molecular dimensions, an enhancement of the 
interaction potential takes place between the sorbent and adsorbate. 
The upper limit of size at which a pore begins to function as a 
micropore depends on the diameter of the adsorbate molecule; for slit 
like pores this limit is about 1.5 but for cylindrical pores it lies 
at a pore diameter of about 2.5 . As a consequence of this enhanced 
interaction potential, the micropore will be completely filled at low 
relative pressures, frequently less than 0.01 relative pressure. This 
paper is concerned with the micropores of coal and this low pressure 
region where micropores are being filled. 

/ 
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EXPERIMENTAL 

Sample Preparation 

Argonne Premium coals were obtained in ampoules of five grams of - 
100 mesh. The coals were first dried under vacuum at 105'C to constant 
weight and then analyzed for carbon, hydrogen and nitrogen. 

Approximately 4 . 5  g of the sample was Soxhlet-extracted with dry 
pyridine under argon for several days until the siphon liquid was 
clear. The pyridine solution was then filtered through a 0.4 m nylon 
membrane filter to insure removal of particulates and colloidal 
material. The filter did not plug. Most of the pyridine was removed 
by rotovaporization under reduced pressure at 70-8O'C. Approximately 
200 mL of a methanol/water (80/20 vol) mixture and 2 mL of conc. HC1 
were added to the flask and the mixture was stirred under nitrogen for 
two days. This treatment was used to remove residual pyridine. The 
solid extract was then filtered and dried under vacuum at 105'C for 2 4  
h. The extractability was 27.2% (wt) for Illinois No. 6 coal. The 
extract were analyzed for carbon, hydrogen and nitrogen. 

Most of the pyridine was removed from the extraction residues 
under vacuum. The residues were then treated with HCl/methanol/water 
and dried in a similar manner as the extracts. 

0-alkylation ProceUure. 

conducted according to Liotta's method.' 

Sorption Experiments 
Sorption experiments on 50 mg samples of the coals were carried 

out using a quartz spring balance shown in Figure 1. The balance 
consists of a quartz spring, a 5 L flask, vacuum inlet system, and MKS 
pressure transducer (0-1000 torr, 0.5% accuracy) . The entire balance, 
including transducer, is housed in a Precision Scientific circulating 
(forced air) drying oven. The temperature is controlled by a 12R 
temperature regulator, which activates a light bulb. 

The sample is suspended from the quartz spring and, as the sample 
sorbs solvent, the spring extends until equilibrium is reached. The 
extension of the spring is measured by an Eberbach cathetometer 
(travelling telescope). The spring is calibrated at the appropriate 
temperature using standard weights. The balance thus allows 
determination of the mass of solvent sorbed by the sample at a given 
partial pressure and temperature. The purpose of the 5 L flask is to 
minimize Pressure changes caused by sorption of solvent by the sample. 
Quartz springs of the type used here have a linear-extension versus 
suspended weight relationship and exhibit no hysteresis within the 
range of weights for which the spring is designed. 

The procedure for 0-alkylation of the Illinois No. 6 coal was 

RESULTS 

The whole coals, extracts, and extraction residues were exposed 
to pyridine at various vapor pressures at 50°C. Several incremental 
sorption experiments were conducted in that, once equilibrium was 
attained at a particular pressure, the pressure was raised and the 
system was again allowed to attain equilibrium. Generally one to two 
days were required for each coal-pyridine system to reach equilibrium 
at a given pressure. The 0-alkylated systems reached equilibrium much 
faster, typically in less than one hour for the 0-butylated and 0- 

L 
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octylated coals at each pressure. 
The equilibrium amounts of pyridine sorbed by the coals are 

plotted against relative pressure of pyridine in Figures 2. For the 
Illinois No. 6 whole coal, extraction residue, and extract, the 
isotherms are linear or nearly linear over the relative pressure range 
of 0.2 to 0 . 8 .  For the whole Illinois No. 6 coal, the linear region 
was found to extend down to 0.05 relative pressure. Additionally, the 
slopes for the three materials for each coal are similar but the 
intercepts are quite different. The dramatic increase in intercept 
upon pyridine-extraction is particulary striking. 

We have also determined the sorption isotherms for the three 0- 
alkylated whole Illinois No. 6 coals. The isotherms, shown in Figure 
2, are also linear over the range 0.2 to 0.6 relative pressure. The 
intercept decreases with the size of added alkyl group. 

DISCUSSION 

Dual-Mode Sorption. 
We propose that the isotherms can be modelled in terms of a dual- 

mode sorption mechanism used to explain the sorptive behavior of glassy 
polymers. This mechanism introduced by Meares in 19543, and further 
developed by Barrer et al.', Michaels et and Vieth6, describes the 
sorption mechanism in terms of one population of ordinarily dissolved 
sorbate which resides in the polymer matrix and is described by Henry's 
law (i.e. sorption is linear with pressure) while the second population 
of sorbate is considered to occupy unrelaxed free volume within the 
polymer matrix and is described by a Langmuir isotherm. This unrelaxed 
free volume comes about due to restricted rotations of the polymer 
chains in the glassy state and represents the fixed microvoid or 
"holes" throughout the polymer. These microvoids act to immobilize a 
portion of the penetrant molecules by entrapment or by binding at high 
energy sites at their molecular peripheries (similar to adsorption). 

The equilibrium isotherm of the dual sorption model can be 
expressed by the following equation: 

C = C, + C, = %p + (C'"bp)/(l + bp) 
where C is solubility: is Henry's Law dissolution constant: b is the 
hole affinity constant: C t H  is the hole saturation constant, and p is 
the pressure. The first term, C,, represents sorption of normally 
diffusible species while the second term, C, represents sorption in 
microvoids or "holes." When bp << 1, the isotherm reduces to a linear 
form 

C = [%+ C',b]p ( 2 )  

At sufficiently high pressures, the microvoids become saturated and 
will no longer sorb additional penetrant. When bp >> 1, sorption in 
the microvoids reaches a saturation limit, C I H  and Equation 1 reduces 
again to a linear form: 

c = %p + C'" ( 3 )  

Thus the dual mode sorption model predicts that a plot of C vs p will 
consist of a low-pressure linear region and high-pressure linear region 
connected by a nonlinear region. 
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Coal-PyriUine Isotherms. Equation 3 is an equation of a straight-line 
with a slope of kp,  the dissolution constant, and an intercept of C ' , ,  
the hole saturation constant. For the pyridine sorption isotherms 
shown in Figure 2 ,  we propose that the slopes ( ) are a measure of the 

correspond to the micropore volume available to pyridine. Support for 
this interpretation includes: 

Isotherm slopes. The amount of pyridine sorbed by the whole coal, 
pyridine-extract, and extraction residue increases linearly with 
pressure over a wide pressure range (for the whole coal. p/p, of 0.05 
to 0.8). This Henry's law behavior suggest that dissolution is the 
dominant process overthis pressure range. Moreover, the slopes of the 
isotherms are very similar for the Illinois No. 6 coal, extract, and 
residue. Since these materials are all of the same chemical 
constitution by elemental analysis and NMR analysis', similar slopes 
are expected if the linear portion of the isotherms represent 
dissolution of pyridine into the matrix. 

pressure region due to capillary condensation. However, mesoporous 
solids often exhibit an upturn in the isotherm in the midpressure 
region' which is absent in our isotherms. In addition, pyridine is 
known to be a good swelling solvent and we can expect the coal to swell 
(dissolve into the solid) in this pressure region as well. The process 
of swelling is expected to significantly alter the pore structure of 
coal in this high pressure region." The remarkable similarity of the 
slopes of the isotherms for all materials (whole coal, extract, and 
residue) is, in our opinion, best explained by a dominant process of 
dissolution of pyridine into the matrix. 

Isotherm Intercepts. The steep rise in the low pressure region of the 
whole Illinois No. 6 coal suggests that it is micropores that are being 
filled, with a corresponding enhancement of the interaction potential 
and therefore of the enthalpy of adsorption. This enhanced interaction 
potential will occur at about 1.5 to 2.5 the diameter of the pyridine 
molecule, depending on whether the pore is slit-like or cylindrical, 
respectively. The maximum diameter of the pyridine molecule is about 
6 . 8  A .  This suggests a maximum diameter of 17 A for the diameter of 
the pores being filled. 

The intercept of the isotherm of the Illinois No. 6 whole coal, 
when converted to a volume of pyridine per g of dmmf coal, agrees well 
with the micropore volume (< 12 A )  determined for an Illinois # 6  coal 
(PSOC-26) by Walker and coworkers using nitrogen adsorption and mercury 
and helium displacement." Our value is 0.055 mL/g compared to their 
value of 0 . 0 6 6  mL/g coal. The agreement is quite good considering 
that different probes are being used in each case. 

Effect Of Pyridine Extraction. The extraction residues have an 
intercept two to three times that of the whole coals. According to our 
interpretation, this is due to a dramatic increase in micropore volume 
upon pyridine extraction. Solvent extraction has been demonstrated to 
increase the micro ore volume and surface areas for Wyodak 
subbituminous coal ," considtent with these results. The 
interpretation is that solvent extraction creates new micropores in the 
coal, thus leading to an increased intercept for the extraction 
residue. 

solublity of pyridine into the coal matrix an 3 the intercepts ( C ' , )  

It is possible that mesopores are being filled in this high 
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Effect of 0-methylation. Pyridine is a polar molecule capable of 
hydrogen bonding with the hydroxyl groups in the coal. Interaction at 
these hydrogen bonding sites is expected to be strong in comparison to 
other interaction sites in the coal and, consequently, pyridine 
adsorbed at low pressures may preferentially interact at these sites. 
Thus, one might reasonably expect that the intercepts observed are 
related to a hydrogen bonding effect. 

we have tested this hypothesis by conducting experiments on the 
0-methylated coal. A s  seen in Figure 6, 0-methylation has little or 
no effect on the intercept value. Pyridine cannot hydrogen to the 0- 
methylated materials. If hydrogen bonding were the cause of the 
intercepts, the intercepts should be substantially diminished upon 
hydrogen bonding. That do not suggest another cause for their 
existence. We argue that the intercepts are related to the 
microporosity of the coal. 

Additionally, the slope of the straight portion of the 0- 
methylated coal is considerably less than that of the whole coal. If 
the slope is a measure of the solubility of pyridine in coal, then the 
effect of 0-methylation is to reduce the pyridine solubility. This 
seems logical, given that the 0-methylated coal cannot hydrogen bond 
to pyridine. 

Effect of 0-alkylation. 0-alkylation of the whole Illinois No. 6 coal 
with bulky, alkyl groups results in a reduction of the intercept, 
consistent with a reduction in micropore volume as the large alkyl 
groups fill micropores. The intercepts for the series of 0-alkylated 
coals correlate remarkably well with the microporosities measured by 
Liotta using mercury porosimetry and helium penetration.' 

Finally, we argue that the micropore volume determined by 
this technique should be representative of the unswollen coal since the 
micropores are being filled or nearly filled at very low pressures 
(less than p/p of 0.05 for the whole coal) and swelling by pyridine 
at these presgures should be miminal. In addition, the micropore 
volume determined by this method is obtained by extrapolation to zero 
dissolution (or swelling). 

CONCLUSIONS 

Pyridine sorption isotherms for Illinois NO. 6 coal give straight- 
line curves with nonzero intercepts. We have interpreted these lines 
in terms of a dual-mode model for sorption of gases by glassy polymers. 
We believe the several lines of evidence discussed above support our 
intepretation that the intercept values represent micropore volume 
available to pyridine. Thus, determination of pyridine sorption 
isotherms may be an effective technique for tracking micropore volume 
coals and modified coals. Further work is planned to further explore 
the dual-mode sorption model presented here, with specific attention 
paid to the low pressure isotherms of these materials. 

Acknowledgement. The support of the Department of Energy, Grant No. 
DF-FG22-88PC88924 is gratefully acknowledged. 

1320 



REFERENCES 

1. Green, T. K. "Thermodynamics of the Solvent Swelling of Coal," 
Final Technical Report, DOE/PC/88924, U . S .  Department of Energy, 
Pittsburgh Energy Technology Center, 1991. 

2. For a review of this model see Vieth, W. R. Diffusion in and 
Throush Polvmers, Hanser Publishers, Munich, 1991, Chapters 2 
and 7. 

3. Meares, P. J. Am. Chem. SOC. 1954, 76, 3415. 

4 .  Barres, R. M.; Barrie, J. A.; Slater, J. J. Polvm. Sci. 1958, 27, 
177. 

5. Michaels, A. S . ;  Vieth, W. U.: Barrie, J. A. J. Awl. Phvs. 1963, 
3 4 ,  1-12. 

6. Vieth, W. R.; Howell, J. M.; Hseih, J. H. J. Mem. Sci. 1976, 1, 
177. 

7. Gregg, S .  J.; Sing, K. S. W. Adsorotion. Surface Area and 
Porositv, Academic Press, London, 1982. 

8. Liotta, R.; Rose, K.: Hippo, E. J. J. Orq. Chem. 1981, 46, 
277. 

9. Davis, M. F.; Quinting, G. R.; Bronnimann, C. E.; Maciel, 
G.E. Fuel 1987, 68, 763-770. 

10. Winans, R. E.; Thiyagarajan, P. Enerqv Fuels 1988, 2, 356- 
358. 

11. Gan, H.; Nandi, S .  P.; Walker, P. L. Fuel 1972, 5 l ,  272. 

12. Harris, E. C.; Petersen, E. E. Fuel 1979, 58, 599-602. 

1321 



Figure 1. Sorption Apparatus 
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INTRODUCTION 

During weathering, coals are subject to both a loss of water and oxidation, both of which have 
been shown to have a strong effect on coal conversion.l.2 Lignites and subbituminous coals can 
contain over 30% water by weight, so drying is considered to be economically important in the 
conversion of low ranked coals. The transportation cost alone can be significant. However 
exposure to air during the weathering process is an important consideration in all coal ranks. 
Changes in the physical and chemical structure of fresh Argonne Premium Coal Samples (APCS) 
during weathering have been previously followed using an EPR spin probe technique.3 This was 
possible by swelling the coal in a solvent solution of a stable free radical, known as a spin probe, 
containing a substituent capable of probing the chemical changes in coal. The substituents used in 
this study contained functional groups capable of being a hydrogen bond donor (-COOH) or a 
hydrogen bond acceptor (-NHz). Removal of the solvent and washing away unreacted spin probes 
by a non-swelling solvent enabled the weathering process to be monitored by Electron Paramagnetic 
Resonance (EPR) Spectroscopy. It is the goal of this paper to investigate the changes in APCS coal 
upon vacuum drying, and to use these results to understand the details of weathering coal in air. 

EXPERIMENTAL 

Vials containing the APCS coals were opened in a moisture free, pure argon environment. The 
characteristics of the coal samples are given else where^^^ The coals were vacuum dried in a vacuum 
desiccator for 18 hours. Weight losses for each coal are given in Table 1. After being weighed, the 
coals were split into several aliquots. Four of these aliquots for each coal were exposed to air with 
protection from dust or other contamination insured. The remaining aliquot of each coal was then 
swelled in a spin probe solution. The samples undergoing weathering were agitated each day to 
insure thorough exposure to the air. Samples were taken at 8, 14 and 35 days of weathering and 
swelled in a spin probe solution. The swelling solvent was removed and the spin probe retention 
was measured by EPR. 

The three spin probes used in this study are shown in Figure 1. Spin probes 3-carboxy- 
2,2,5,5-tetramethylpiperidine-l-oxyl (VI), TEMPAMINE (VII) and TEMPO (VIII), were chosen so 
that changes in both physical structure and proton donor/acceptor characteristics could be observed. 
All-three have similar molecular volumes, but different chemical reactivities with the coal structure. 
A detailed description of the experimental method for the intercalation of spin probes using swelling 
solvents has been previously p~blished.~.5 

I 

I 
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RESULTS 

Vacuum Drying 

Vacuum drying fresh coals caused a weight loss that was consistent with the reported6 
moisture content of each APCS coal. The dried coal increased upon weathering. A typical example 
is given in Figure 2 for Beulah-Zap lignite where the data of weight loss from the previous study of 
coal after weathering3 is plotted with the vacuum dried coal weight change. Both plots converge to a 
point which represents about 76% of the original water contained in the coal. It would appear that an 
equilibrium point is reached after approximately 25 days of weathering. For Fresh Beulah-Zap, the 
weight loss upon weathering was found to have the following dependence on time: 

Total weight lost = 26.36~ / (2.077 + x), where x =days of weathering. 

For vacuum dried Beulah-Zap, the weight increase with weathering is : 

Total weight lost = 8.838e-O.l238x + 24.10 

It is clear that during weathering coal reaches a equilibrium where its moisture content is relatively 
constant. 

Weathering 

The spin probe. retention for vacuum dried coals, fresh coals and fresh coals weathered in air 
for one week swelled in a spin probe VI solution of toluene is shown in Figure 3A. All coals except 
Beulah-Zap show an increase in spin probe retention over fresh coals upon vacuum drying. Illinois 
#6 at point (g) exhibits the largest increase in retention upon vacuum drying or weathering (over 
2x10'8 spins per gram of coal). Beulah-Zap coal, on the other hand displays a decrease in retention 
of spin probe VI which is nearly as intense as the increase shown for Illinois #6 coal. It can also be 
seen that the spin probe retention data for vacuum dried coals and fresh coals weathered for one 
week are very similar. 

Upon vacuum drying or weathering Beulah-Zap, a large decrease in accessibility occurs for spin 
probe VI1 in toluene (a), as shown in Figure 3B. Wyodak-Anderson coal likewise exhibits a 
decrease in retention of spin probe VI1 upon vacuum drying 0. but weathered Wyodak coal actually 
displays a slight increase in retention (a). Similar to the results shown in Figure 3A for spin probe. 
VI in toluene, Illinois #6 shows a large increase in retention upon vacuum drying (c). However, 
fresh weathered Illinois #6 coal does not show any difference in retention over fresh coal (e). The 
other coals over 81% carbon (dmmf), Blind Canyon, Pittsburgh #8, Lewis Stockton, Upper 
Freeport and Poccahontas #3, show increased retention upon vacuum drying or weathering and 
negligible differences in retention for vacuum dried and fresh weathered coal. 

Little difference is detected for spin probe VI11 retention in toluene for most APdS coals as 
shown in Figure 3C. Initial vacuum dryiig has a small effect except for Beulah-Zap which shows a 
significant decrease in accessibility of spin probe VIII. Blind Canyon coal also exhibits a higher 
retention for fresh weathered coal over fresh coal to a greater extent than vacuum dried coal (points a 
andfi. 

Upon vacuum drying Wyodak-Anderson, a decrease in retention occurs for spin probe VI in 
pyridine as shown in Figure 4A (a), and a significant increase in retention is observed for Beulah- 
Zap at point (b). All of the other coals show very little change in retention characteristics upon 
vacuum drying or weathering. 
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As shown in Figure 4B at point (a), Illinois #6, Blind Canyon, Pittsburgh #8, Lewis Stockton 
and Upper Freeport all exhibit unusually high retention of spin probe VII in pyridine upon vacuum 
drying. Beulah-Zap likewise shows improved retention upon vacuum drying as indicated at point 
(e), and, in fact, Wydak-Anderson is the only coal for which vacuum drying produces a significant 
decrease in spin probe retention. 

As seen in Figure 4C for coals swelled in pyridine with spin probe VIE vacuum drying causes 
an increase in retention far Beulah-Zap and the medium ranked coals. 

DISCUSSION 

The results shown in Figure 2 suggest that part of the water in coal is tightly bound since 
vacuum dried coals absorb water when exposed to air. The data indicates that for Beulah-Zap coal, 
approximately 76% of the moisture can be easily removed by drying in air and that the remaining 
24% requires more intensive methods. This is consistent with other drying studies of lignites and 
subbituminous coals.7-9 Recently, Miknis et al. found that after 75% of the water had been removed 
from Eagle Butte, Wyoming subituminous coal, greater amounts of energy were required to achieve 
additional water removal.7 Likewise, Vorres determined that there were at least two different types 
of water present in low ranked coal and that a transition to a much slower drying mechanism occurs 
when 60% - 85% of the water has been removed.8 This is supported by earlier work with DSC and 

In Figures 3A, B and C, a sharp decrease in spin probe retention is observed upon vacuum 
drying for Beulah-Zap. Since spin probe VI11 has no functional group, the decrease in retention 
upon vacuum drying must be due to either an opening of the structure to such an extent that the spin 
probe is removed during the cyclohexane wash, or that a structural collapse has occurred upon 
drying10 which will not allow any access of even small spin probes to the structure. If the structure 
were opened extensively, spin probes VI and VII, which exhibit hydrogen bonding, would still 
show significant retention. This, however, is not observed. Spin probes VI and VII likewise show 
a decrease of retention in Beulah-Zap upon vacuum drying, verifying that a structural collapse does 
indeed occur in Beulah-Zap, thus making it inaccessible in toluene. 

Illinois #6 swelled in toluene exhibits a significant increase in the retention of spin probes VI 
and VI1 upon vacuum drying; for spin probe VI, as much as 2000 x 101s spins per gram increase. 
This is shown in Figures 3A and 3B. It may be possible to explain this by assuming that the 
removal of water increases the number of available polar sites since Illinois #6 contains significant 
amounts of water, allowing for improved retention of the spin probes. However, Illinois #6 
apparently contains enough cross-linking to avoid the structural collapse witnessed in Beulah-Zap. 

In pyridine, significantly increased retention of spin probes VI and VI1 is observed upon 
vacuum drying in Beulah-Zap, in Figures 4A and 4B. The removal of water from the structure of 
Beulah-Zap should cause an increase in the number of sites available to these spin probes. While 
these sites are not accessible in toluene, because of that solvent's inability to reopen the collapsed 
structure, they are more readily available for interaction when pyridine is used as a swelling solvent 
because of its ability to disrupt polar interactions in the coal structure, and open up the structure to 
the spin probes. Looking at spin probe VI11 retention in Figure 4C, it can be seen that Beulah-Zap 
undergoes a structural change upon vacuum drying which is detectable in pyridine, even though 
pyridine disrupts most hydrogen bonds and other polar interactions. 

In Figure 4B, it can be seen that the medium and high ranked coals (Illinois #6, Blind Canyon, 
Pittsburgh #8, Lewis Stockton and Upper Freeport) swelled in pyridine, all exhibit unusually high 
retention of spin probe VI1 upon vacuum drying. This is not observed for spin probe VI shown in 
Figure 4A. This suggests that active sites are made available upon the removal of water, even in 

FrIR results.9 
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higher ranked coals. and that the sites must be more acidic (hydrogen bond donating) in nature since 
selective retention was observed for spin probe VII over VI. 

In Figure 3B it is shown that for Illinois #6 swelled in toluene with spin probe VII, a much 
higher retention for vacuum dried coal than fresh weathered coal is observed. This would suggest 
that during the weathering process, the coal under goes some changes in chemical structure due to 
oxidation which is not sensitive to the inclusion of spin probe VI, but causes a decrease in the 
intercalation of spin probe VII. This indicates a reduction of accessible acid (hydrogen bond donor) 
sites upon oxidation. 

CONCLUSION 

It is shown that the removal of water and volatile components from coal during the weathering 
process is primarily responsible for the changes which occur in swelling character. It is also verified 
that the collapse of lower ranked coals during weathering is due to the removal of water. Medium 
ranked coals appear to have enough crosslinking to resist structural collapse upon water removal, but 
not enough crosslinking to prevent an opening of the structure upon swelling in mild solvents. 
Changes in the retention of polar spin probes in Illinois #6 coal swelled in toluene indicate that 
vacuum drying increases the total number of active sites available for polar interactions, but that 
oxidation during weathering reduces the number of available hydrogen bond donor sites. It is also 
shown that the removal of water can increase the retention of polar spin probes in high ranked coals 
swelled in pyridine. 
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Table 1. Weight loss (%k 0.4%) of APCS coals after vacuum drying. 

Coal Carbon Content Moisture. Context % Weight Loss 

Beulah-Zap 
Wyodak-Anderson 
Illinois #6 
Blind Canyon 
Pittsburgh #8 
Lewiston-Stockton 
Upper Freeport 
Pocahontas 

74.05% 
76.04% 
80.73% 
81.32% 
84.95% 
85.47% 
88.08% 
91.81% 

32.24% 
28.09% 
7.97% 
4.63% 
1.65% 
2.43% 
1.13% 
0.65% 

32.6% 
28.0% 

4.7% 
1.7% 
2.2% 
1.0% 
0.8% 

---- 

6 0 

VI w 
Figure 1. Spin probes VI, VII, and VIII. 

Beulah Zap 

Vscuum Dried, Weathered 
0.. 

30 

6 
WI 

Dsya of Weathering 

Figure 2. Percent weight change (loss) for (0) vacuum dried and ( 0 ) fresh Buelah zap coal 
weathered in air for 0 to 35 days. 
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Figure. 3. Nitroxide radical concentration in EPR spins per gram of coal vs. percent carbon 
(dmmf) with toluene as the swelling solvent. For ... vacuum dried coals (VD), --- 
fresh coals (fresh) and -e-.- fresh coal weathered for one week (FW-I), (A) using 
spin probe VI, (B) using spin probe VII and (C) using spin probe VIII. 
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Figure 4. Nimxide radical concentration in EPR spins per gram of vs. percent carbon (dmmf) 
with pyridine as the swelling solvent for ... vacuum dried coals (VD), .-- fresh coals 
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ABSTRACT 

Eight vacuum dried Argonne Premium Coal Samples (APCS) were oxidized in a pure 
oxygen enclosed, moisture free environment, and the effects of oxidation alone on coal structure 
were studied by the intercalation of EPR spin probes [3-carboxy-2,2,5,5-tetramethylpiperidine-l- 
oxy1 (VI), TEhlPAMINE (VII) and TEhWO(VIII)]. These studies clearly differentiated between 
the effect of oxidation and the effect of moisture removal or addition on the physical and chemical 
structure of coals. The data shows a factor of 5 increase in spin probe retention for some coals 
oxidized in a versus air, suggesting a large increase in oxidized material. 

INTRODUCTION 

Exposure to air during the weathering process has been previously shown to greatly alter the 
molecular accessibility of EPR spin probes in coal.' Weathered coals are subject to a loss of water 
and oxidation, both of which have been shown to have a strong effect on coal conversion?~3 and 
the physical and chemical structure of coal.' The effect of vacuum drying is also discussed 
elsewhere.4 This technique has been very useful in studying molecular accessibility in coal 
samples.5-7 Use of spin probes has been shown particularly advantageous when the spin probes 
contain polar substituents. Lignite and subbituminous coal contain carboxyl and hydroxyl groups. 
Nitrogen functionalities make only minor contnbutions in coal due to the low nitrogen content in 
coal. A spin probe with an amino substituent is a strong hydrogen bond acceptor, capable of only 
weak hydrogen bond donation. A spin probe with a carboxyl group is a strong hydrogen bond 
donor, but is only capable of acting as an acceptor through the carbonyl group. Thus these spin 
probes can interact and detect the presence of hydroxyl and carbonyl groups present in the coal 
mahix. The effect of size incorporation in the coal matrix can be determined by comparing a spin 
probe without a substituent (substituted only with a proton) to those similar in size containing a 
substituent. Solvents like pyridine are capable of hydrogen bonding with coal. Pyridine has been 
shown to break up the hydrogen bonding cross-links in the coal structure.6 It is possible to 
displace hydrogen bonded spin probes with pyridine. It has been shown that the hydrogen bond 
donating ability increases in the series -H <c -OH < -COOH < -NH2.This feature is used to 
deduce the effect of oxidation on coal. It is the goal of this paper to use this technique to 
investigate the contribution of oxidation on the swelling properties of coal during the weathering 
process. 

EXPERIMENTAL 

Vials containing the APCS coals (defined previously8) were opened in a moisture free, pure 
Argon environment. The coals were vacuum dried in a vacuum desiccator for 18 hours. After 
being weighed, the coals were split into several aliquots. Five of these aliquots for each coal were 
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placed under a dry, pure oxygen (99.9995%) environment. The remaining aliquot of each coal was 
then swelled in a spin probe solution. The samples undergoing oxidation were agitated each day to 
insure thorough exposure. Samples were taken at 4, 8, 15, 36 and 64 days of oxidation and 
swelled in a spin probe solution of toluene or pyridine. The swelling solvent was removed and the 
spin probe retention was measured by EPR. The three spin probes used in this study are shown in 
Figure 1. The previously published numbering systeml.5-7 has been used. 

A detailed description of the experimental method for the intercalation of spin probes using 
swelling solvents has been previously published.5-7 Briefly, 30 mg of a coal is swelled in toluene 
or pyridine under argon with 2 mL of 1 mM solutions of spin probes at about 298 K for 18 hours. 
The solvent is filtered off and the coal is vacuum-dried at room temperature for 2 hours. The coal 
is then washed in cyclohexane to remove any spin probes on the coal surface. This procedure also 
removes any spin probes from the macro or mesopores. The cyclohexane is then removed under 
vacuum. Finally, the coal is placed in a EPR tube and evacuated. The concentration of spin 
probes retained in the coal is then determined by EPR. 

RESULTS AND DISCUSSION 

The data is plotted three dimensionally for ease of analysis since so many samples were 
collected. The spin probe retention is expressed in terms of concentration in spins per gram versus 
the oxidation period in days and % carbon (dmmf) for each spin probelswelling solvent 
combination. The coals were vacuum dried and put in a moisture free oxygen environment so that 
only the effects of oxidation on the coals could be studied. Due to the constraints of the limited 
available space for this paper, only the results for coals swelled in toluene with spin probe VI will 
be discussed. Spin probe VI was chosen because of its versatility in polar interactions. 

Figure 2 represents the effects of oxidation on vacuum dried coals swelled in toluene with 
spin probe VI. The front edge parallel to the Days of Oxidation axis shows the emsition that 
Beulah-Zap goes through during the oxidation process with respect to the polar spin probe VI. It 
is shown that Beulah-Zap undergoes by a structural collapse upon vacuum drying. Little change in 
retention is observed during the first eight days of oxidation. However, after eight days, a 
continued increase in retention of spin probe is observed until after 64 days a retention of 7.2 x 
1018 spins per gram is observed. The structure must open during the oxidation process such that 
large amounts of spin probe VI are retained, because toluene is known to have little effect on 
breaking cross-links or other intramolecular interactions6 

Wyodak-Anderson, like Beulah-Zap, starts out with very little retention of spin probe VI and 
is not significantly affected by oxidation until 8 days of exposure to oxygen. At 8 days, the spin 
probe concentration increases to about 4 x 1018 spins per gram (shown in Figure 2 at pointfi. 
However, after the increase at 8 days, there is little change until 64 days of exposure where at point 
a sudden relative decrease in spin probe retention is observed. This would indicate a structural 
change where the spin probe was no longer able to access the coal structure, or a change in 
chemical sbucture which would limit the polar interactions between the coal structure and the spin 
probe. 

Blind Canyon exhibits a decrease of spin probe retention after 8 days of exposure to oxygen 
(point d), followed by a steady increase in retention of spin probe VI until at 64 days of exposure 
to oxygen (point b), it retains nearly 1 x 1019 spins per gram, which is five times the amount 
retained in Blind Canyon coal weathered for 64 days, indicating a large increase in oxidized 
material. 
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The higher ranked coals, (Pittsburgh #8, Lewis Stockton, Upper Freeport and Poccahontas 
#3) which showed little change upon vacuum drylng for coals swelled in toluene for spin probe 
VI, show significant changes in retention characteristics after just four to eight days of oxidation in 
oxygen (see area e in figure 2 or the expansion of Figure 2 given in Figure 3). For example, after 
8 days of exposure to oxygen, Upper Freeport shows a retention of 3.7 x 10'8 spins per gram. 
Initially, the spin probe retention was 1.1 x 10'7 spins per gram while the highest retention 
observed for Upper Freeport coal weathered in air for 8 days was 4.5 x 1017 spins per gram. Both 
of these results are around an order of magnitude less than the results obtained for Upper Freeport 
oxidized in oxygen. 

The effect of weathering vacuum dried coals in air and the effect of weathering fresh coals in 
air are presented in Figures 4 and 5A respectively for measurements of the retention of spin probe 
VI for 36 days. It is apparent that oxidation has a larger effect on molecular accessibility than 
vacuum drying during the weathering process (see previous paper).4 However, the presence of 
water greatly affects oxidation of coals and alters the retention characteristics of most coals. It is 
noteworthy to compare the results of the oxidation of vacuum dries APCS coals in 02 given in 
Figure 2 for 64 days with a similarly plotted curve (Figure 5B) for spin probe VI for fresh APCS 
coals weathered in air. By comparing Figures 2 and 5B, it can be seen that oxidation of coals for 
up to 64 days can result in a large increase in accessibility for polar spin probes into the coal 
structure, even for higher ranked coal. 

CONCLUSION 

Since it has been previously established' that Beulah-Zap undergoes a structural collapse, 
and no water is available to reopen the structure, it can be seen that oxidation can cause changes in 
the physical structure of low ranked coal. Medium ranked coal, especially Blind Canyon, exhibits 
a large increase in retention with exposure to oxygen, up to five times greater retention than coal 
weathered in air for similar periods. This suggests that medium ranked coal increases in oxidized 
material to a significant extent. Higher ranked coals, which do not exhibit large changes in 
accessibility upon vacuum drying or weathering, show large increases in retention of polar spin 
probes upon oxidation in oxygen. A comparison of 3 dimensional plots for vacuum dried coals 
oxidized in oxygen, vacuum dried coals weathered in air and fresh coals weathered in air shows 
that oxidation can have a large effect on the accessibility of polar spin probes in coal. By 
comparing features of these plots, it is possible to distinguish the effect of oxidation in the 
weathering process from water loss. Not shown or discussed are the results obtained for changing 
swelling solvents from toluene to pyridine, nor the effects of the change in spin probe functionality 
and the donor I acceptor properties of the constituents. 
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Figure 2. Retention of spin probe VI in 02 oxidized, vacuum dried coal swelled in toluene 
expressed in spins per gram x lW15 versus days of exposure to oxygen and % carbon 
(dmmf). 
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Figure 3 Figure 4 
Retention of spin probe VI in vacuum 
dried coal swelled in toluene expressed as 
concentration in spins per grams x 10-15 
versus days of exposure to oxygen and 46 
carbon (dmmf). Expansion of Figure 2 
for the first 36 Gays. 

Spin probe VI retention in vaccurn dried 
coal swelled in toluene in spins per gram 
x 10-15 vs. days of exposure to air and % 
carbon (dmmf) for up to 35 days. 

Figure 5. Retention of spin probe VI in weathered, fresh coal swelled in toluene expressed as 
concentration in spins per gram x 10-15 versus days of exposure to air and % carbon 
(dmmf) for up to: (A), 36 days and (B), 64 days. 
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ABSTRACT 

The effects of short term oxidation and dehydration on the structure and chemistry of the 
intercalation of potential catalysts into a coal structure during swelling was accomplished using the 
EPR spin probes 3-carboxy-2,2,5,5-teuamethylpiperidine-l-oxyl (VI), TEMF'AMINE (VII) and 
TEMPO (VIII) as guest molecules. Samples of Illinois #6 APCS coal were exposed to both 
oxygen and argon for time periods from 30 seconds to 50 minutes after removal from the sealed 
ampules. The results show that dehydration significantly affects the retention of spin probes with 
polar functional groups in as little as 30 seconds. It is also observed that structural changes upon 
exposure of the coal sample to air occur in under 5 minutes. The individual conmbutions of 
dehydration and oxidation are discussed. 

INTRODUCTION 

Exposure of coal to air before conversion has been a big concern in coal chemisay.' It has 
been suggested that the structure of cod can be altered in as little as two minutes exposure to air.2 
If so, this would make it difficult to carry out accurate structural studies on coal. The previous 
papers have shown that both dehydration and oxidation3 change the physical and chemical 
structure in coal enough so that the molecular accessibility in coal is significantly altered. It is the 
goal of this paper to determine how quickly and to what extent oxidation or dehydration can affect 
the structure of coal using the EPR spin probe technique.3-6 From the previous paper, it was 
determined that Illinios #6 coal would exhibit the greatest changes in structure upon dehydration 
and oxidation. Lower ranked coals are more affected by water removal, but do not show as much 
change during oxidation. A flow of dry oxygen over the coal would result in both loss of water 
and oxidation. A flow of argon, however, would result in only dehydration since it is inert. By 
comparing the difference in the effects of both gases on coal, the effects of oxidation alone can be 
determined. Argon was chosen as the inert gas because of its ability to cover the samples 
completely with far less difficulty than nimgen or other inert gases commonly used. Toluene was 
chosen as a swelling solvent because it does not significantly open the structure of the coal yet 
allows for diffusion of the spin probes into the available structure. Pyridine was used because it 
completely opens up the structure and allows for examination of hydrogen bonding sites in coal. 
Spin probe VI11 is a small spherically shaped molecule with no polar substituents. The 
intercalation of this spin probe simply measures physical changes in the coal structure. Spin probe 
VI has a carboxyl group and is a hydrogen bond donor with the ability to detect polar interaction in 
the coal. Spin probe VI1 has an amino group and is a hydrogen bond acceptor with a huch 
stronger ability to detect polar interactions than spin probe VI. By comparing the retention data for 
all three spin probes, a more complete picture of the nature of the probe-coal interactions can be 
obtained. 

! 

i 

1335 



EXPERIMENTAL 

The vial containing the APCS coal7 Illinois #6 was opened in a moisture free, pure argon 
environment and aliquots of coal immediately placed into an apparatus constructed to allow the 
flow of only pure argon or oxygen over the surface of the fresh coal. A sample of fresh coal was 
also swelled in each of the spin probe solutions to establish a point of no oxidation or dehydration. 
It should be noted that the coal was exposed to the argon environment for 10 to 15 seconds before 
it was placed into the swelling solvent. One aliquot of the coal was exposed to argon and the other 
to oxygen. A flow of approximately 40 mL per minute of each gas was maintained through the 
coal sample for 30 seconds, 5 minutes and 50 minutes. The coal was then swelled in a spin probe 
solution of toluene or pyridine for 18 hours. The swelling solvent was removed and the spin 
probe retention was measured by EPR. Samples were replicated so that some indication of 
reproducibility could be obtained. 

The three spin probes used in this study are shown in figure 1. Spin probes 3-carboxy-2,2,5,5- 
tetramethylpiperidine-1-oxy1 (VI), TEMPAMINE (VII) and TEMPO (VIII), were chosen so that 
changes in both physical and chemical structure could be observed. All three have similar 
molecular volumes, but different chemical reactivities with the coal structure. 

A detailed description of the experimental method for the intercalation of spin probes using 
swelling solvents has been previously published.4-6 

RESULTS AND DISCUSSION 

The effects of exposure of Illinois #6 swelled in toluene to both argon and oxygen on the 
retention of spin probe VI are shown in Figure 2(A). Dramatic effects are seen on the retention of 
spin probe VI after just 30 seconds. After 30 seconds, a decrease of over 1200 x 10'5 spins per 
gram is observed for coal exposed to argon. The decrease in retention is somewhat less 
pronounced for exposure to oxygen. After 5 minutes of exposure to argon, the retention 
characteristic of Illinois #6 returned to that found for fresh coal. The increase for oxygen followed 
the same aend, but to a far less extent. At 5 minutes, the difference between dehydrated (argon 
only) and oxidized coal is significant. This difference becomes more pronounced after 50 minutes 
of exposure. In the first 5 minutes, oxidation seems to cause changes which counteract the effects 
of dehydration. Beyond 30 seconds, oxidation caused a decrease in the retention of spin probe VI, 
indicated by the increasing retention difference with exposure to oxygen as compared with argon. 
At 5 minutes or more, dehydrated coals (argon) have a much higher retention of spin probe VI than 
dehydrated and oxidized coal. 

The effects of dehydration and oxidation on the retention of spin probe VI1 in Illinois #6 coal 
swelled in toluene are shown in Figure 2(B). A decrease in spin probe retention of 2500 x 1015 
spins per gram is observed upon exposure to either argon or oxygen for 30 seconds. This change 
represents an order of magnitude decrease in spin probe VI1 retention. This is followed by an 
increase in retention at 5 minutes of exposure, and then a more gradual decline in molecular 
accessibility for exposure up to 50 minutes. These results are similar to those obtained for spin 
probe VI in Figure 2(A) except that after 30 seconds, the coal exposed to oxygen shows improved 
retention over coal exposed to argon. This difference becomes less significant after 50 minutes of 
weathering. Again, the shape of each plot is very similar, indicating that the more severe changes 
are caused by dehydration rather than oxidation. 

Structural changes in Illinois #6 coal swelled in toluene can be observed in Figure 2(C) by 
the retention of spin probe VIII. The plots generated are very similar to those shown in Figure 
2(A) for spin probe VI. A decrease in retention is observed in the first 30 seconds, followed by an 
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increase at five minutes and a gradual decrease in retention up to 50 minutes. The increase in spin 
probe retention exhibited at 5 minutes of exposure is much greater for coal exposed to argon than 
oxygen. The initial decrease in spin probe concentration is most likely due to a structural collapse 
or increased cross-linking, making the structure less accessible since the structure was likewise 
inaccessible to spin probes VI and VII. It also appears that the changes which occur due to 
oxidation counteract (to a limited degree) the changes brought about by dehydration in the fmt 5 
minutes. Figure 2(C) shows that some of the effect seen in Figures 2(A) and 2(B) are due to 
changes in the physical structure since spin probe VI11 has no reactive substituents, and shows 
similarly shaped plots. It is important to note that a retention of nearly 500 X lOI5  spins per gram 
is observed after 30 seconds of exposure to argon. This figure is at least double any of the spin 
probe VIU concentrations found in Illinois #6 coal fresh, vacuum dried or weathered in air. 

When Illinois #6 is exposed to oxygen and argon and then swelled in pyridine in the presence 
of spin probe VI, retention characteristics exhibit changes illustrated in Figure 3(A) which are 
similar to those shown for coal swelled in toluene. A decrease in spin probe retention is observed 
after 30 seconds of exposure to oxygen or argon. Although this decrease is quite small in 
comparison to those shown for polar spin probes in toluene, it does indicate that the inaccessibility 
of these spin probes at 30 seconds of exposure is not entirely due to changes in physical structure, 
since pyridine is capable of disrupting most polar interactions in coal. Again, after 5 minutes of 
exposure, the retention of spin probe VI is increased to a point which is considerably greater than 
the initial retention, more so for coal exposed to oxygen than argon. As the time of exposure is 
extended to 50 minutes, the retention of spin probe VI in dried (exposed to argon) coal increases 
slightly while the retention in oxidized (exposed to oxygen) coal decreases. 

The results of changes in the retention of spin probe VIl in Illinois #6 coal upon exposure to 
oxygen and argon are shown in Figure 3(B). As seen in the previous figures, a decrease in 
retention is observed for exposure to both oxygen and argon, but more so for oxygen. After 5 
minutes in argon, the coal exhibits improved retention, far surpassing the accessibility of the fresh 
coal. Five minutes of exposure to oxygen does cause an increase in retention from the 30 second 
exposure, but the increase is still below the retention in the original fresh coal. After an exposure 
of 50 minutes, the retention of spin probe VI1 under both circumstances, increases (although to a 
greater extent in oxidized coal). It would appear that within the first 5 minutes, oxidational 
changes inhibit the accessibility of spin probe VII into the coal structure. 

The retention of spin probe VIII in Illinois #6 coal upon exposure to argon and oxygen for up 
to 50 minutes is shown in Figure 3(C). Very little change in the structure is observed for 30 
seconds of exposure. After 5 minutes of exposure, however, increase retention was observed for 
both dried and oxidized coal. This is particularly pronounced for oxidized coal. As the exposure 
time continues beyond five minutes, the retention of spin probe VII in coal exposed to oxygen 
decreases significantly, while the retention in coal exposed to argon increases. It is clear that 
oxidation has an effect on the physical structure of the coal which can suppress changes caused by 
water loss. 

A comparison of Figures 2(A) to 2(C) and 3(A) to 3(C) shows that the retention 
characteristics of spin probe VI closely mirror those of spin probe VDI. This would suggest that 
changes in the physical structure of coal can influence the retention of spin probe VI as well. Also 
since oxidation produces an increase in retention of spin probe VU in coal swelled in toluene, but a 
decrease in the retention of spin probe VI, it would seem thdt oxidation causes an increase in active 
sights capable of being hydrogen bond donors. 
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CONCLUSION 

It is clearly shown that significant structural changes in Illinios #6 can occur in as little as 30 
seconds of exposure to a dry gas environment. This should be taken into consideration when the 
use of an experimental method to determine the structure of coal requires exposure to air for any 
length of time. 
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MODELS FOR THE COMBUSTION OF INDIVIDUAL 
PARTICLES OF VARIOUS COAL TYPES 
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INTRODUCTION 

Our modeling aims to identify the chemical processes and transport mechanisms underlying differences 
in the ways that different types of coal bum. At this point, thermal histones and audits of the heat 
release from individual particles are emphasized. Three limiting cases have been formulated for this 
comparative study. In one scenario, the noncondensible gases and tars from primary devolatilization 
are consumed by combustion in envelope diffusion flames around individual particles. The devolatil- 
ization products from different coals are distinguished by different evolution rates, elemental compo- 
sitions, average molecular weights, and transport properties. In another modeling scenario, the 
products of primary devolatilization are radically transformed by secondary pyrolysis after they are 
expelled from the coal until only H,, CO, C,H,, CO,, H,O, and soot remain. This scenario aIso 
develops separate limiting behavior for instantaneous soot oxidation in envelope flames and for frozen 
soot oxidation chemistry. Thermophoresis and radiation are accounted for in this transport analysis. 
Comparisons among predicted and observed flame lifetimes and maximum flame standoffs indicate 
that transport-limited oxidation of secondary pyrolysis products, including soot, is the most realistic 
modeling scenario. 

DESCRIPTION OF THE MODELS 

Formal developments of all 3 models are available (1,2). The model that describes tar and gas com- 
bustion is denoted by FSCM-FSP for "Flame Sheet Coal Combustion Model with Frozen Secondary 
Pyrolysis." The two models with soot instead of tar are denoted by FSCM-ISP/ISO and FSCM- 
ISPFSO where "ISP" denotes infinitely-fast secondary pyrolysis, and the modifiers " I S 0  and "FSO" 
denote infinitely-fast and frozen soot oxidation, respectively. All scenarios account for primary 
devolatilization (with FLASH2 (3)). multicomponent diffusion and Stefan flow, fuel accumulation 
between the particle surface and flame sheet, instantaneous volatiles combustion, and heterogeneous 
oxidation of char into CO. The common heat transfer mechanisms are the fuel particle's thermal 
capacitance and radiation flux, heat conduction from the particle and flame, advection of sensible 
enthalpy, and the heats of pyrolysis, char oxidation, and volatiles combustion. Flame temperatures 
and the distribution of combustion products are based on thermochemical equilibrium among 
12 species, including dissociation fragments. 

Both of the FSCM-ISP models invoke infinitely-fast conversion of tar into soot, so only soot and 
noncondensibles are ejected from the particle into the gas film. The elements in tar are apportioned 
into Soot having a C/H ratio of 9, the ultimate value for any coal type, and appropriate amounts of H, 
and CO. Noncondensibles compositions are adjusted further to eliminate the amount of C2H2 that 
maintains equal masses of soot and tar, consistent with recent laboratory studies. Soot's Brownian 
diffusivity is considerably lower that tars', and the inverted temperature profile from particle to flame 
drives thermophoresis that counteracts its Brownian and convective transport. 

*Current address: Molecular Physics Laboratory, SRI International 
333 Ravenswd  Avenue, Menlo Park, CA 94025 
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RESULTS 

As fuels, soot and noncondensible gases from different coals have the characteristics in Table 1. Total 
weight loss tends to be the same for all ranks through hv bituminous then falls off for medium and low 
volatile bituminous coals, and vanishes for anthracites. Yields of noncondensibles decrease monotoni- 
cally with rank, so soot yields are maximized with hv bituminous samples. The stoichiomemc ratios 
and lower heating values of soot from the four coal types mimic the trends in tar characteristics, but 
values for soot are higher. The stoichiometry for gas combustion increases with rank, reflecting less 
dilution by COz, H20, and other oxygenated species. 

Temperature histories and flame trajectories from all 3 models appear in Fig. 1. These simulations are 
for 70 pm Pit. #8 particles injected into a stream of 8% 02 in N2 at 1500 K within a conduit at 900 K. 
When sooting is ignored, flame temperatures (Fig. la) reach the hottest maximum value (2600 K) 
because tar/gas flames penetrate furthest into the film (Fig. Ib). Soot/gas flames are much cooler, 
reaching only 2320 K, and stay closer to their particles. Note, however, the particle heating rate from 
FSCM-ISP/ISO is substantially higher than from FSCM-FSP, by virtue of radiation from soot to the 
particle. Flames from FSCM-ISPASO last longer than from FSCM-FSP, even though the particle 
heating rates from FSCM-ISP/ISO are faster. Clearly, radiation from soot to the particle is also signifi- 
cant, accounting for up to one-third of the conduction flux to the particle at the point of maximum 
flame standoff. On a cumulative basis, 12% of the heat of volatiles combustion is radiated back to the 
particle. 

Calculations from FSCM-ISPFSO which omit soot oxidation predict much cooler temperature 
histories for flames and particles (Fig. la). Because of their low oxygen requirements, gas flames sit 
close to the panicle, penetrating only up to 4 radii into the film, and have the shortest pathway for 
conductive feedback. Also, the extent of the soot layer increases without bound when soot survives the 
flame, so radia-tion losses also grow contiauously. Consequently, the flame temperature from FSCM- 
ISPFSO reaches the implausibly low value of 1800 K. 

With the FSCM-ISP models, macroscopic features of the Pit. #8 are fairly representative of the other 
coal types. Maximum flame temperatures in Table 2 vary by less than 200 K. Qualitatively, the same 
rank-dependence is seen with FSCM-FSP. But quantitatively, sooting suppresses the rank dependence 
because soot radiation is strongest for coals with the largest soot yields. Soot radiation cools flames on 
Pit. #8 particles by 300 K, but for Zap and POC. coals the reduction is only 200 K, so differences are 
reduced. Flame radii also become more insensitive to coal rank when sooting is included. 

Because of their similar flame temperatures, audits of the energy release based on FSCM-ISP/ISO are 
also similar for all coal types. For 100 pm particles, roughly one-third is transferred into the surround- 
ings while 60% is radiated or conducted back to the particle. Only a few percent is c a n i d  away by 
intermediate species. Since flame standoffs depend on particle size, the fractional energy feedback to 
the particle is also size-dependent. For sizes larger than the threshold for attached flames, the fraction 
fedback increases for smaller sizes, exceeding 90% at the critical size for all coal types. The critical 
sizes for heterogeneous combustion indicate the size at which oxygen uansport is fast enough to 
consume all volatiles and oxidize the char on the particle surface, in an "attached" flame. These values 
are virtually identical for all 3 models. 

Only flame durations and maximum standoffs monitored in a drop tube furnace (4) are available to 
evaluate the different modeling scenarios. Actual particle sizes, coal properties, gas temperatures, and 
0 2  levels are used in the simulations, but none of the modeling parameters were adjusted or specified 
to improve the fit of the model predictions. Observed flame durations are plotted with predictions for 
Ill. #6 coal in Fig. 2a. Predictions from FSCM-FSP and FSCM-ISPDSO are within experimental 
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uncertainty, but those from FSCM-ISP/FSO are too long at all 02 levels. The evaluation offlame 
standoffs for the same coal appears in Fig. 2b. Here differences among the 3 models are somewhat 
more discriminating. Predicted standoffs from SFCM-ISPflSO provide the closest match, although 
FSCM-FSP/FSO predictions are also within experimental uncertainty. But FSCM-ISPFSO predic- 
tions are much too low. 

DISCUSSION 

These simulations are the basis for several recommendations regarding models to predict the macro- 
scopic combustion characteristics of the initial stages of pulverized coal combustion. Flame durations 
are governed by the evolution of primary devolatilization products, not heat or mass transport, and 
flame trajectories and maximum standoffs are primarily governed by the stoichiometric oxygen 
requirements of the fuel and fuel species accumulation. So these aspects are insensitive to soot 
formation. Likewise, the ways that particle sizes and the oxygen levels and temperatures in the free 
stream affect combustion characteristics are also insensitive to sooting. In contrast, reliable flame 
temperatures and concentration and temperature profiles can only be computed from models that 
account for the radiation heat transfer and thermophoretic mass transfer of soot. Although we have 
not yet expanded this model to represent NOx formation, it is worth noting that the fuel species concen- 
tration profiles between particle surfaces and flame sheets are also significantly affected by thermo- 
phoretic and Brownian transport of soot. Both of these mechanisms enhance the accumulation of soot 
in the film, thereby flattening the fuel concentration profiles throughout. 
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Table 1. Combustion Characteristics of Secondary Pyrolysis Products From Four Coals. 

1 Ultimate Yield, wt. %daf 
1 Soot 
1 Gases 
1 Molar Stoichiometry 
Soot Combustion 
Gas Combustion 

1 AHc0, kJ/mole 
Soot 
Gases 
All Volatiles 

Zap 

20.4 

33.3 

36.5 
0.33 

1.5 x lo" 
3.4 x 102 
4.4 x 102 

25.3 

1 . 4 ~  lo" 1.3 x 104 
4.9 x 102 5.0 x 102 
1.3 x 103 1.8 x 103 

POC. 

15.5 
8.3 

25.6 
1.10 

1.2 x 104 
5.6 x 102 
1.4 x 103 

Table 2. Selected Combustion Characteristics For the Four Coals From FSCM-ISP/ISO. 
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Fig. 1 (a) Transient particle and flame 
temperatures for base operating condi- 
tions based on FSCM-FSP (dashed 
curve) FSCM-ISP/ISO (solid curve) and 
FSCM-ISP/FSO (dotted curve). 

Fig. 1 (b) Flame trajectories based on 
FSCM-FSP (dashed curve), FSCM- 
ISP/ISO (solid curve), and FSCM- 
ISP/ESO. 

Fig. 2(a). Predicted flame durations for 
the Ill. #6 coal based on FSCM-FSP 
(dashed curve), FSCM-ISP/ISO (solid 
curve), and FSCM-ISPFSO (dotted 
curve) compared to measured values [4] 
for a Utah hv bituminous coal of similar 
composition. At all oxygen levels, 
the size is 100 pn and the gas 
temperature is 1250 K. 

Fig. 2(b). Predicted maximum flame 
standoffs for the Ill .  #6 coal based on FSCM- 
FSP (dashed curve), FSCM-ISP/ISO (solid 
curve), and FSCM-ISPFSO (dotted curve) 
compared to measured values [4] for a Utah 
hv bituminous coal of similar composition. 
At all oxygen levels, the size is 100 pm and 
the gas temperature is 1250 K. 
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' MODELING DEVOLATILIZATION RATES AND YIELDS FROM 
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INTRODUCTION 

Predicting the ultimate weight loss and tar yields from any coal type is largely a matter of distinguish- 
ing aliphatic, heteroatomic, and aromatic constituents. In FLASHCHAIN (1-3), this crucial partition- 
ing is implemented with balances based on the ultimate analysis, carbon aromaticity, aromatic carbon 
number per momoneric unit, and other characterization data. This study shows that the ultimate 
analysis is the only sample-specific data needed for accurate predictions of ultimate tar and total yields 
with this theory, consistent with a previous parametric sensitivity study(3). Regression values of all 
other inputs are adequate. Along with evaluations of ultimate yields for coals across the rank spectrum, 
reliable transient predictions for rapid atmospheric devolatilization of any coal type are also 
demonstrated. 

OVERVIEW OF THE THEORY 

FLASHCHAIN invokes a new model of coal's chemical constitution, a four-step reaction mechanism, 
chain statistics, and the flash distillation analogy (4) to explain the devolatilization of various coal 
types. The theory's central premise is that the partitioning of the elements among aliphatic, hetero- 
atomic, and aromatic constituents largely determines the devolatilization behavior of any coal type. 
The abundance of labile bridges in lignites promotes their extensive conversion to noncondensible 
gases, but their oxygen promotes the chaning of bridges into refractory links, which inhibits frag- 
mentation of the macromolecules into tar. Conversely, the paucity of labile bridges in low volatility 
coals suppresses gas yields. These coal also have too few labile bridges for extensive fragmentation, 
so their tar yields are also relatively low. High volatile bituminous coals generate an abundance of tar 
precwsors, so a competition between flash distillation and repolymerization into larger, refractory 
fragments determines their tar yields. 

Coal is modeled as a mixture of chain fragments ranging in size from a monomer to the nominally 
infinite chain. They are constructed from only four structural components: aromatic nuclei, labile 
bridges, char links, and peripheral groups. Aromatic nuclei are immutable units having the character- 
istics of the hypothetical aromatic cluster based on 13C NMR analysis. They also contain all of the 
nitrogen in the coal. Nuclei are interconnected by two types of linkages, labile bridges or char links. 
Labile bridges are the key reaction centers. They represent groups of aliphatic, alicyclic, and hetero- 
atomic functionalities, not distinct chemical bonds. Bridges contain all of the oxygen, sulfur, and 
aliphatic carbon, but no aromatic components. Being refractory, char links are completely aromatic 
with no heteroatoms. Peripheral groups are the remnants of broken bridges. 

Connectedness among nuclei is another important aspect of coal rank. In FLASHCHAIN, the initial 
coal configuration is specified by the proportions of broken bridges and intact linkages. Since the 
number of linked nuclei denotes the fragment size, the fraction of broken bridges determines the initial 
fragment size dismbution. This distribution is empirically related to extract yields in pyridine. Quali- 
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tatively, fragment dismbutions skewed toward smaller sizes correspond to coals with substantial 
amounts of readily extractable material. 

All parameters in the constitution submodel are collected in Table 1 for diverse coal samples. Four are 
based o n  molecular weights: that of the aromatic nucleus, M W A ,  is used to normalize those of labile 
bridges (MWB/MWA), char links (MWCIMWA), and peripheral groups (MWPIMWA). The tabulated 
values show that nuclei become more massive in coals ofhigher rank, and both the labile and refractory 
connections among them become smaller. The proportion of intact links in the whole coal, p(O), 
follows the tendency in the pyridine extract yields to remain constant for ranks through hv bituminous. 
It then rises precipitously for coals of higher ranks, consistent with their smaller extract yields because 
structures which are more tightly interconnected have fewer smaller fragments to be extracted. The 
fraction of labile bridges among intact links, Fb(O), decreases from its value of unity for lignites in 
proportion to the carbon content. 

The selectivity coefficient between scission and spontaneous char condensation, VB , also varies 
with rank. Since crosslink formation has been clearly related to CO, evolution, the values of VB are 
proportional to O/C ratios, but only for values below 0.2 or for carbon contents less than 83%. The 
latter resmction is consistent with the fact that precursors to CO, are either carboxyclic acid or ketone 
functionalities, which are present only in lower rank coals. 

RESULTS 

In the forthcoming simulations only the operating conditions of temperature, heating rate, and/or time 
were varied to match those in the experiments. A simulation of each thermal history requires from 2 
to 5 minutes on a 386 personal microcomputer operating at 20 MHz with an 8-Bit Fortran compiler. 

Figure 1 presents comparisons among the predicted and measured ultimate values of weight loss and tar 
yield based on the laboratory study of Xu and Tomita (5). The data are ultimate yields for atmospheric 
pyrolysis for a heating rate of 3000 K/s and a 4 s reaction time at 1037 K. The predicted weight loss is 
within 4 wt. % of the measured values in 13 of the 17 cases. The predictions also display the penur- 
bations from a smooth, monotonic uend that is evident in the data. Similarly, predicted tar yields are 
within 4 wt. % of the observed values in 14 of the 17 cases, and also depict the rather erratic relation 
with carbon content that is observed. The only sample-specific inputs for these simulations are the 
reported ultimate analyses. 

Weight loss and tar yields for uansient devolatilization of 4 coal types throughout diverse thermal 
histories appear in Fig. 2. These cases represent ranks from subbituminous through lv bituminous. 
Throughout all of these cases, the FLASHCHAIN predictions are within experimental uncertainty. 

Nominal devolatilization rates for 8 coals for atmospheric devolatilization at 104 K/s appear in Fig. 3. 
The curves are the rate constants in single first order reactions which match the FLASHCHAIN pre- 
dictions. These simulations indicate that devolatilization occurs over a narrower temperature range for 
higher rank coals, although the variation is rather modest. Rate variations with rank segregate into two 
categories. For ranks from lignite through hv bituminous, rank variation are modest, especially during 
the later stages of devolatilization at high temperatures. Nominal rates for these ranks vary by a factor 
of 3 at 715 K, but by only 40% at 1000 K. The temperature at which devolatilization commences also 
varies, from 600 K for the lignite to 680 K for the hv bituminous coals. (Of course, these temperatures 
will shift for different heating rates.) Low volatility coals comprise the second category. They begin 
to devolatilize at much higher temperatures and sustain significantly slower rates than the other ranks. 
Even So, the variations among very diverse coal samples are never as substantial as those from varying 
the heating rate by a single order of magnitude. 
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DISCUSSION 

This reaction model delivers reliable yields of gas and tar for any coal at any operating conditions, yet 
it requires only a few minutes per simulation on a personal microcomputer. Throughout the entire rank 
spechum, this theory quantitatively represents observed yields using only the sample-specific ultimate 
analyses and regression values of all other input data. To date, predictions for some 40 different coal 
samples covering the entire rank specmm have been evaluated against measured transient and/or ulti- 
mate yields. In all but a few cases, the model predictions are within experimental uncertainty. Trans- 
ient cases in the evaluations are also satisfied. The predictions show that devolatilization rates are very 
insensitive to rank through hvA bituminous, but then fall off for low volatility coals. 
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Table 1. S t ~ ~ t ~ r a l  Model Parameters 

66.5 
69.0 
69.5 
74.1 
75.5 
79.9 
82.5 
84.0 
87.4 
87.5 
88.7 
89.6 
89.9 
94.3 

125 
134 
135 
148 
152 
165 
176 
180 
169 
182 
183 
186 
181 
178 

9.7 1.859 
10.6 1.602 
10.7 1.563 
11.6 1.307 
11.9 1.258 
12.9 1.044 
13.7 0.901 
14.1 0.838 
13.4 1.079 
14.2 0.886 
14.4 0.866 
14.6 0.636 
14.4 0.897 
14.5 1.005 

,836 
,721 
.704 
,588 
.566 
,470 
,406 
377 
,485 
399 
,390 
376 
,404 
,452 - 

.511 

.442 
,430 
,359 
,347 
,288 
,247 
,230 
,297 
,243 
,239 
,230 
.247 
.097 

,911 
,911 
,911 
,911 
.911 
.911 
,911 
,911 
,911 
,911 
,920 
,937 
,943 
1 .ooo 

1.000 
1.000 
0.983 
0.858 
0.821 
0.702 
0.632 
0.591 
0.329 
0.366 
0.329 
0.301 
0.291 
0.154 

,150 
,150 
,150 
,329 
,202 
370 
500 
500 
,500 
,500 
,500 
500 
.500 
,500 

2.40 
2.23 
2.19 
2.03 
2.05 
2.00 

1.90 
2.48 
2.19 
2.21 
2.21 
2.33 
2.86 

1, .93 
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Figure 1. An evaluation of ultimate weight loss and tar yields lor atmospheric devolatilization based on 
the study of Xu and Tomita (5). FLASHCHAIN predictions appear as the circles connected by 
solid lines, and the measured values appear as the contrasting triangles. 

Figure 2 Repesentabve FLASHCHAIN predctions tor ransen atmosphenc devoleillzatlon of tour diverse 
coal types (a) Tdal and tar yields from a subbitumimus coal lor 4 s isothermal reaCtion alter 
heabng a! 3000 Us to vanom temperatures. reported by Xu and Tonuta (6) (b) Ultimale and 
transient weigh bss from 111 #6 for a heating rate 01 1000 K/s reported by Freihaut and Rosua 
(7) (c) Transient total and tar yields horn Pit #8 dunng heatup at 1000 K/s and sbw cooling frm 
vanom temperatures, rqorted by Oh et al (8) (d) Same as (a) tor a Iv bbrnmus coal 

I 
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Figure 3. Arrhenius diagram of nominal devolatilization rates dunng transient healing at lo4 K/s 
lor the 8 coals tested by Xu and Tomita (6) In clockwise descending order lines are 
for coals of increasing rank 
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Introduct ion  

Several reacting flow configurations have been used in previous experimental and theoretical studies 
to investigate the burning rate of graphite and its dependence on external flow fields. Ope commonly 
used method involves combustion of graphite particulates in a hot oxidizing environment, typically 
established by a fuel lean hydrocarbon-air flame.',' The analysis of gas samples for temperature and 
species concentration, the partide temperature and size histories have provided quantitative estimates 
for the surface regression rates and heterogeneous reaction rates. In another experimental method, hot 
graphite rods placed in a uniform cold oxidizing stream have been used to determine the heteroge- 
neous reaction rates? Here the oxidizing stream conditions have been varied to study the effects of flow 
straining, oxidizer dilutions or enrichments, etc. In theoretical s t ~ d i e s , ' * ~ - ' ~  semi-global reaction mech- 
anisms have been commonly used t o  describe the heterogeneous graphite oxidation, while mechanisms 
ranging from global to detailed have been used for the homogeneous reactions. Although there have 
been recent efforts to implement elementary mechanisms for heterogeneous reactions, there are many 
uncertainties associated with the mechanisms and rate data employed." Since the available rate data of 
the semi-global heterogeneous mechanisms can depend on physical properties of the graphite employed 
in there is a need to determine the validity of applying these rate data to different 
graphite shapes, sizes and reacting flow configurations. The objective of the present work is to perform 
such partial validations of semi-global heterogeneous rates through detailed numerical simulations. 

The flow configuration adopted in the present numerical study corresponds to that of the graphite 
rod oxidation and is discussed below. Based on this flow configuration, comparisons of the burning 
rate predictions, the gas-phase flame structure and the variation of surface rates as a function of the 
surface temperature, strain rate, oxidizer concentration and pressure have been performed, but only 
selected results are presented here for brevity. Efforts are also underway to perform similar simulations 
of graphite particle oxidation in a quiescent atmosphere. 

In addition to the kinetic effects on the graphite burning rate, the gas-phase CO flame extinc- 
tion/ignition phenomena have been examined through numerical calculations. Instead of the experimen- 
tally observed extinction/ignition condition, under weak burning conditions the preliminary numerical 
results indicate a CO flame attachment/detachment phenomena. 

Flow Conf igurat ion  

The flow configuration used in the present numerical simulation is similar to that used in Ref. [15] and is 
shown in Fig. 1. The flow over the graphite rod is assumed t o  be steady, laminar and two dimensional. 
If z and y are the coordinates tangential and perpendicular to the graphite surface, respectively, and u 
and u are the corresponding velocity components, then the outer, inviscid, oxidizer flow can be described 
by u.,, = az and u, = -ay, where the subscript 00 identifies the conditions in the outer flow and a 
is the velocity gradient in the oxidizer stream. The details of the formulation can be found in Refs. 
[16-181, the numerical procedure in Ref. [19], the thermodynamic data in Ref. [20], and transport data 
in Ref. [21]. Introducing the notation f' = u/u.,,, the governing boundary layer equations for mass, 
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momentum, species and energy in the inner viscous region can be transformed into a system of ordinary 
differential equations along the stagnation-pbint stream line (x=O) and must be solved subject to the 
boundary conditions at the surface (y  = y,): 

f' = 0; [pYi(u + vi)]. = i;, i = 1, ..., N; 
T = T,; (pu),  = XS;, N 

i= l  

and at y = ym: 

f ' = l ;  Yi=yi,,, i = l ,  ..., N ;  T = T , .  (2) 
Here S, is the semi-global mass rate of production or consumption of the ith species by heterogeneous 
reactions a t  the surface, p is the density in the gas phase, T the temperature. the mass fraction of 
the ith species, and vi the diffusion velocity of the ith species in y direction. In this formulation the 
burning rate of graphite is equivalent to (pu),.  Subscript s identifies the properties a t  the surface. In the 
experiments of Makino et al. (31, the temperature of the graphite rod was maintained at a constant value 
with an external heating source during each burning rate measurement. Since the surface temperature 
is controlled, heat loss by radiation and heat released a t  the surface has no effect on T., hence the 
condition T = T, in Eq. (1) is applicable. However, in simulations of graphite particles in a hot 
oxidizing environment where such temperature control of the particle surface is absent, heat release 
by the surface reactions and also heat loss by radiation must be taken into consideration in order to 
evaluate the surface temperature accurately." In all the numerical integrations reported here, the cold 
oxidizer temperature was set to the experimental condition of T,=300 K. 

React ion  M e c h a n i s m  

The surface reaction pathways have been extensively reviewed by Laurendeau [12] and Essenhigh [13], 
where it is shown that the overall carbon reactivity can be estimated by R = qA, E; S i .  In the two 
heterogeneous reaction mechanisms listed in Tables 1A and 1B (which will be referred to as mechanisms 
A and B), the terms 7 (a  measure of the species penetration into the solid) and A, (internal surface 
area) have been absorbed into the frequency factors A; and B;. 

The rate data of reactions A4 and A5 have been obtained from the experimental burning rate 
measurements of a graphite rod with a density of pc = 1.82 x lo3 (kg/m3)? The rate data of the 
remaining reactions, ie. reaction of carbon with OH, 0 and HzO in mechanism A are essentially the 
same as in B. The rate data of mechanism B have been compiled from various sources and are listed 
in Ref. [l]. Here, the thermal annealing effects have been included in the expression for the reaction 
C +(1/2)02 + CO, significant only a t  temperatures above 2000 K. In addition, the data of reaction B5 
are for pyrolytic graphite with small particle diameters having negligible internal mass transfer effects. 

The gas-phase wet CO reaction mechanism is relatively well known and has been adopted from 
Yetter et al. [22]. The mechanism consists of 12 species in 28 elementary reactions and is shown in 
Table 2. 

R e s u l t s  and Discuss ion  

Figure 2 shows the predicted burning rate of a graphite rod as a function of surface temperature (T.) 
using the two surface reaction mechanisms A and B. The water mass fraction of the oxidizing air stream 
was set to the experimental value of YH~O = 0.005. The results with mechanism A are shown for two 
different strain rates, a=200 s-' and 820 s-'; experimental results of Makino et al. [3] are shown 
for comparisons. At low temperatures (T, < 1200 K ) ,  the reactions A4 (C, + CO2 + 2CO) and A5 
(2C, + 02 + 2CO) are insignificant because of their large activation energies. Furthermore, since there 
is no gas-phase reaction a t  these temperatures, radicals are almost non-existent so that the remaining 
reactions are also inactive. As T. approaches 1300 K, reaction step A5 with an overall activation energy 
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of 43.0 kcal/mole becomes significant, leading to a rapid increase in the burning rate as seen in Fig. 2. 
With further increase in T,, step A4 with relatively higher activation energy (64.3 kcal/mole) becomes 
important around T, u 1600 K and is reflected as a second increment (though mild compared to the 
first) in the overall burning rate. At T. 5 1200 K ,  the surface reactions are slow so that the burning rate 
is primarily controlled by surface kinetic rates, while at T, 1 2000 K the surface reactions are very fast 
and diffusion becomes the rate controlling process. The predictions with mechanism B, however, show 
significantly lower burning rate for most of the surface temperature range considered. These predictions 
also fail to show the two-step increase seen with mechanism A. 

The differences seen in burning rate predictions between the two mechanisms can be explained based 
on the relative contributions of the surface reactions to the overall mass burning rate. Figures 3 and 
4 show the calculated surface reaction rates using mechanism A and B, respectively, for a uniform air 
stream at a strain rate a=200 s-'. For T. 6 1600 K,  Fig. 3 shows that the dominant surface reaction 
is A5, while for 2'. 2 1600 K the reaction A4 becomes important. The carbon reactions with radical 
species are always found to be less than the reactions A4 and A5, but its contributions cannot be 
neglected for the surface temperature range 1400-1700 K. This is not the case with mechanism B. In 
this case, the reaction B2 (C + 0 - CO) is the dominant reaction for T, 2 1400 K ,  while surprisingly 
the reaction B4 is the least important for the whole temperature range considered. In fact the reaction 
B4 is about two orders of magnitude smaller than A4. The surface reaction rates shown in Fig. 4 are, 
however, consistent with the results obtained with mechanism B by Bradley and co-workers [l] in their 
experimental and theoretical investigation on graphite particle oxidation (with mean diameter 5 4.3 
pm) in a fuel lean methane-air flame (with post flame temperature below 1800 K). According to Ref. 
[23], the rate data for the reaction B5 strongly depend on the surface temperature and the particle size, 
and the present comparisons clearly indicate that they are not applicable for burning rate simulations 
of graphite rods having a diameter of 1 cm and surface temperatures ranging up to 2000 K. 

The experiments of Makino et al. [3,5] have shown that two separate critical surface temperatures 
exist for the CO flame extinction and ignition. However, the numerical calculations employing mecha- 
nism A have failed to exhibit such extinction/ignition phenomena for a uniform air stream with a small 
amount of water vapor (YH~o = 0.005), and at a strain rate of a=200 s-' and temperature T, = 300 
K .  Instead, a monotonic variation of the COz mass fraction at the flame is observed and is shown in 
Fig. 5. Because of this smooth attachement/detachment of the flame to the graphite surface when the 
surface temperature is decreased/increased, the numerical integrations based on steady-state governing 
equations can proceed from a frozen state to a reacting state. However, when the composition of the 
oxidizer stream is replaced by oxygen stream (with Y,y20 = 0.005) or the pressure of tbe air stream is in- 
creased to 0.79 MPa, the numerical calculations show the existence of a singularity or extinction/ignition 
phenomena as seen in Fig. 6 a t  T, = 1220 K .  These predicted trends are consistent with the observa- 
tions made previously by Henriksen [7] in an analytical study employing a weakly burning CO flame 
regime. However, the flow conditions in the present analysis and that of Henriksen [7] are not exactly 
the same and more work is needed to verify these observations. On the other hand, if the experimental 
observations are accurate, then these preliminary results indicate that the semi-global mechanisms are 
incapable of predicting such extinction/ignition conditions and efforts must be made to indude more 
realistic detailed reaction mechanisms for heterogeneous reactions. 

Summary 

Numerical simulations of graphite oxidation in a stagnation-point flow field are reported here. The 
application of semi-global mechanisms determined from previous experiments on oxidation of pyrolytic 
graphite particles are found to be incapable of predicting the mass burning rates of graphite rods. This 
clearly indicates the need to accurately characterize the transport effects at the surface and develop 
elementary reaction mechanisms to describe the graphite oxidation. Furthermore, the results on flame 
attachment/detachment indicate the need to carefully analyze flow conditions under which flame ex- 
tinction/ignition will occur and the applicability of the currently available semi-global mechanisms to 
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such studies. 
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Table 1A: Surface-reaction mechanism of Ref. [3], where& u,W,(pY,/W,)A,Tan exp(-E,/RT) 
Step Reaction A ,  a, E, Reference 
A1 C , f O H - C O + H  1.65 0.5 0 [l] 
A2 C , + O - C O  3.41 0.5 0 [l] 
A3 C,+ HzO - CO+ H2 6.00 x lo’ 0.0 64300 [I] 
A4 C.+COz - 2CO 6.00 x lo’ 0.0 64300 [3] 
A5 2C, + 0 2  + 2CO 2.00 X lo6 0.0 43000 [3] 

Note: Units of i,, A,To9, E,, and T are in kg/m?/s, m/s, cal/mole, and Kelvin, respectively. 
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Table 1B: Surface-reaction mechanism of Ref. 
B,T". exp(-E,/RT) and partial pressure P,. 

[l], with the rate ,dexpressed in terms of k, = 

Step Reaction i B; n; E; s; 
B1 Cs t OH i CO t H 1 6.65~10'  -0.5 0.0 $1 = klPoH 
B2 C , t O - C O  2 3.61~10'  -0.5 0.0 S2 = k2Po 
B3 C,+ HzO -t Cot  H2 3 9.0 x lo3 0.0 68100 S3 = k 3 ~ 5 0  

B5 C, t (1/2)02 - C O  5 2.4 x lo3 0.0 30000 S5 = {e 
B4 C,+ C02 -+ 2CO 4 4.8 x lo5 0.0 68800 B4 = k 4 e O  3 

ksPo %' 

6 2.13 X 10' 0.0 -4100 +k7pO2(1 - Y ) }  
7 5.35 x lo-' 0.0 15200 where 
8 1.81 x lo7 0.0 

-1 
97000 Y = [l + A] 

Note: Units of d;, E;, P, and T are in kg/m2/s, cal/mole, atm., and Kelvin, respectively. 

Table 2: The specific reaction-rate constants for the CO/H20/02 mechanism from Yetter et al. [22] in 
the form k, = B,Tu> exp(-E,/RT). 

Step Reaction B, % E, 
1 H + O z  + O H t O  1.91 x lOI4  0.0 16440 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 

Hz t 0 * OH t H 
H2 + O H  + H20 t H 
OH t OH * 0 t HzO 
H2 t M + H t H f Ma 
0 t 0 t M * 0 2  -k Ma 

H + O H  t M + H2O t M a  
H t 0 2  t M + HOz + M a  
HO2 t H + H2 t 0 2  

HOz t H + O H  + O H  
HOz t 0 + O H  t 0 2  

HO2 t OH + H2O t 0 2  

HO2 t HO2 + H202 t 0 2  

HzO2 + M 
H z O z + H + H 2 O t O H  
HzOz+H*Hz+HOz 
H202 + 0 + OH t HO2 
H 2 0 2  + OH + H2O t HOz 
c o t  0 t M +  c02 t M a  
C O  t OH * C02 t H 
co + 0 2  * c02 t 0 
CO t HOz == COz t OH 

H C O  t H 

0 t H t M + OH + Ma 

OH + O H  t M" 

H C O  t M * C O  t H t Ma 

H C O  t 0 
C O  t H2 
C O  t OH 

H C O  t OH * CO + H 2 0  

5.13 x 104 

1.23 x 104 
4.57 x 1019 
6.17 x 1015 

6.76 x 1019 
6.61 x 1013 
1.70 x 1014 
1.74 x 1013 

1.20 x 1017 
1.00 x 1013 
4.79 x 1013 
9.55 x 106 
7.08 x 10" 
2.51 x 1013 
1.50 x 107 

6.03 x 1013 
1.86 x 1017 
7.24 x 1013 
3.02 x 1013 
3.02 x 1013 

2.14 x lo8 

4.68 x 10ls 
2.24 x lozz 

1.45 x 10l6 
3.02 x 10" 

2.51 x 10" 

2.67 
1.51 
2.62 
-1.4 
-0.5 
-1.0 
-2.0 
- 1.42 
0.0 
0.0 
0.0 
-1.0 
0.0 
0.0 
0.0 
0.0 
2.0 
0.0 
0.0 
1.3 
0.0 
0.0 
-1.0 
0.0 
0.0 
0.0 

6290 
3430 
-1878 
104380 
0 
0 
0 
0 
2130 
870 
-400 
0 
1390 
45500 
3590 
7950 
3970 
1430 
-4540 
-765 
47690 
22950 
17000 
0 
0 
0 

28 HCO t O2 C O  t Hdz 4.17 x 1013 0.0 o 
Note: Units are cal,mole,cm, and K. 

The third body efficiencies are H z  : 2.5, Ha0 : 12.0,C02 : 3.8,CO : 1.9 
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Figure 1: Illustration of the stagnation-point flow field 
near the graphite rod. 

Figure 3: The surface reaction rates of mechanism A as 
a function of the surface temperature (2) in air (with 
Y H , ~  = 0.005) at a strain rate of ==ZOO s.-l 

Figure 2: The burning rate of graphite as a function of ~i~~~~ 4: The surface reaction rates of mechanism B as 
the surface temperature (T,) in air (with YH.O = 0.005) a function of the surface temperature (7") in air (with 
from numerics and experiments of Makino et al. [3], for yHz0 = 0.005) at a strain rate of a=200 s.-l 
strain rates a=200 and 820 s . - I  
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Figure 5 :  The variation of COz mass fraction at the flame and at the surface, and the flame location as a function 
of the surface temperature for a air stream at (I = 200 s-' 
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Abstract 

An advanced, one-dimensional fixed-bed coal gasification and combustion model is presented. 
The d e l  considers separate gas and solid temperatures, axially variable solid and gas flow rates, variable 
bed void fraction, coal drying, devolatilization based on functional groups and depolymerization, 
vaporization and cross-linking, oxidation and gasification of char, and partial equilibrium in the gas phase. 
The model is described by 191 highly non-linear, coupled, first order differential equations. Due to the 
countemment nature of the gas and solids flow the system of equations constitutes a split-boundary value 
problem which is solved by converting it to an initial value problem. This paper presents a split back-and- 
forth shooting technique which exactly satisfies conditions at both the upper and the lower boundary and 
provides significant improvements in the predictions. Comparisons of the predicted and experimental 
results for an atmospheric, air-blown Wellman-Galusha gasifier fired with Jetson bituminous coal are 
presented. 

Introduction 

Combustion and gasification of coal in fixed beds or slowly moving beds is of great commercial 
interest as these systems can be integrated into combined cycle processes. In addition, these systems are 
reliable, require minimal pretreatment of feed coal, offer high thermal efficiencies, and generate easily 
disposable wastes. Due to these features, the fixed bed systems have been the focus of significant 
modeling efforts (Amundson and Am, 1978; Yoon et al., 1978, Desai and Wen, 1978; Earl and Islam, 
1985; Thomess and Kang, 1986; Bhattacharya et al., 1986). Most of these models make simplifying 
assumptions such as equal gas and solid temperatures, plug flow, constant bed porosity, instantaneous 
devolatilization and use oversimplified gas phase chemistry. More recently, Hobbs et al., (1992) 
presented a one-dimensional fixed-bed model, MBED-I, in which most of these assumptions were 
relaxed. A major contribution of their model was the integration of an advanced devolatilization submodel 
which is based on the functional group composition of the feed coal (Solomon and Hamblen, 1985). This 
model was combined with a semi-empirical correlation (KO et al., 1988) for tar evolution. Their 
simulations showed that the predictions were very sensitive to the potential tar forming fraction of the coal 
and demonstrated a need for a more rigorous tar evolution submodel. In this paper, an improved model 
FBED-1 (Fixed-BED, I-dimensional) is presented. In the FBED-I model, devolatilization is based on a 
more rigorous Functional Group, Depolymerization, Vaporization, Crosslinking submodel (FG-DVC) 
proposed by Solomon et al., (1988). In the FG-DVC submodel, the DVC portion governs the tar 
evolution and is based on the chemical StNcture of the coal. In this paper, details relating to FBED-I 
model are presented. For details regarding the FG-DVC submodel, the reader is referred to Solomon et 
al., (1988, 1990). 

Conservation Equations 

The core of the fixed-bed model, FBED-I, is a set of 191 coupled, first order ordinary differential 
equations. These equations simulate the chemical and physical processes taking place in both the gas and 
the solid phases during the coal conversion in a fixed-bed. The conservation equations for mass and 
energy form the foundation of the FBED-I model. The gas and solid phase equations are coupled through 
the source terms. These source terms account for the release of mass from the solid phase to the gas 
phase, and energy exchange between the two phases. Tar is considered to be a pseudospecies in the 
FBED-I formulation. The two-phase conservation equations have been derived by Crowe and Smoot 
(1979). The set of governing differential equations is listed in Table 1. It is also pointed out that the gas 
phase species continuity equations are solved only when the gas phase is assumed not to be in chemical 
equilibrium. 

I' 
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Auxiliary Equations 

The set of auxiliary equations for FBED-1 is essentially the same as presented by Hobbs et al., 
(1992). Since plug flow is assumed for both the solid and the gas phases, the momentum equation is 
solved to calculate the gas phase pressure drop. Ergun's equation is used to calculate the friction factor 
and the bed void fraction is assumed to vary linearly between the feed coal and the product ash void 

be in chemical and thermal equilibrium and its composition and temperature are computed by Gibbs free 
energy minimization. The option to keep tar either in or out of chemical equilibrium is provided in 
FBED-1. The calculation of heat and mass transfer coefficients and transport and thermodynamic . properties of gas and tar phases are based on the same correlations as used and discussed by Hobbs et al., 
(1992). 

Solution Methods 

\ fractions. At temperatures higher than a user-specified value, usually I200 K, the gas phase is assumed to 

Due to the countercurrent flows of gas and solids, the system of governing equations constitutes a 
split boundary value problem. The input conditions for the solid phase are known at the top of the 
gasifier, whereas the input conditions for the gas phase are known at the bottom of the gasifier. This 
system of equations can be converted to an initial value problem and integrated from the top to the bottom 
of the gasifier, provided the initial estimates for the gas phase quantities are made available at the top of the 
gasifier. These estimates are made by a zero-dimensional, two-zone, well mixed, partial equilibrium 
submodel. The zero-dimensional submodel considers drying and devolatilization on one side and 
gasification and oxidation on the other to take place in separate zones. Its primary use is to provide initial 
estimates for the product gas enthalpy, composition and species flow rates, as well as the product tar 
composition and flow rate. Once these estimates are known, the system of equations is integrated from the 
top to the bottom of the gasifier using LSODE (Livermore Solver for Ordinary Differential Equations, 
Hindmarsh, 1983) package. Figure 1 shows the predicted results for an atmospheric, air-blown, dry-ash, 
Wellman-Galusha gasifier fired with Jetson bituminous coal. Experimental results (Thimsen et al., 1984) 
are also shown. Figure 1 also shows that the boundary conditions for the feed gas stream are not 
satisfied. The composition of product gas also does not compare well with the experimental data. It 
overpredicts the amount of H20 and the product tar flow rate, and underpredicts the amount of 02 in the 
feed gas stream, the wall heat loss and the feed gas temperature. Since the feed gas temperature was not 
reponed, it was estimated to be 560 K to allow for the heat exchange between the ash and the feed gas 
below the gasifier bed. It is pointed out that the gas phase concentrations were determined assuming the 
gas phase to be in equilibrium in the zero-dimensional submodel. Only marginal improvements were 
observed in the product gas composition when the devolatilized gases were kept out of equilibrium in the 
drylng and devolatilization zone. The predicted temperature and pressure profiles show the experimentally 
observed trends. These results clearly indicate a need for an improved solution method. 

In order to improve on the FBED-1 predictions and to satisfy the boundary conditions for both the 
solid and the gas streams, a back-and-forth integration scheme has been developed and implemented. In 
this scheme, the differential equations are solved from the top to the bottom of the gasifier using the results 
of the two-zone, zerodimensional submodel as the initial guess. After the first downward integration 
pass, the gas phase variables are initialized to the known input conditions. Then the gas phase equations 
are integrated from the bottom to the top of the gasifier. In the upward integration pass, the solid phase 
variables are held constant and the solid-gas exchange quantities are calculated from the values predicted 
during the downward integration pass. This yields a new guess for the gas phase quantities at the top of 
the gasifier which are then used for the next downward integration sweep. This improves the results and 
the next downward integration sweep, in which the complete set of equations is integrated, closely 
satisfies the feed gas boundary conditions except for the temperature. Finally, to satisfy the feed gas 
temperature, the split back-and-forth integration has been coupled with the shooting method with the 
product gas enthalpy as the iteration variable. In this scheme, the product gas enthalpy is varied, while all 
other gas phase quantities are held constant, and the complete set of equations is integrated from the top to 
the bottom of the gasifier. Once the feed gas temperature is converged within the specified tolerance, an 
upward pass is taken to compute the final product gas composition and temperature. Convergence is 
typically obtained in 8-10 iterations. 
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Figure 2 shows the results obtained using this revised solution method. The solution satisfies the 
feed gas composition and temperature. The product gas composition, the product tar flow rate and the 
wall heat loss also show marked improvement and compare well with the experimental data. The predicted 
pressure profile also compares well with the experimental data. The solid and the gas temperatures 
profiles show increase in the peak temperatures. This is caused by the higher amount of oxygen and lower 
amount of H20 available which lead to higher oxidation rate and thus higher temperatures. The predicted 
solid temperature profile exceeds the peak measured temperature but compares reasonably well with the 
expenmental data. Finally, the product gas temperature still does not compare well with the experimental 
data. It should be noted that the reported effluent gas temperature is at the gas-off take location whereas 
the predicted product gas temperatures is at the gasifier bed top. A proper submodel to account for the heat 
m s f e r  in the free board zone will improve these predictions. 

Acknowledgement 

This work was sponsored by the U. S. Department of Energy, Morgantown Energy Technology 
Center (Contract No. DE-AC21-86MC23075) under subcontract from Advanced Fuel Research, lnc., East 
Hartford, CT. 

References 

Amundson, N. R. and Ani, L. E., "Char Gasification in a Countercurrent Reactor," a, 2 . 8 7  
(1978). 

Bhattacharya, A., Salam, L., Dudukovic, M. P. and Joseph, B., "Experimental and Modelling Studies in 
Fixed-Bed Char Gasification," -, 2 , 9 8 8  (1986). 

Crowe, C. T. and Smoot, L. D., "Multicomponent Conservation Equations." in pulverized-Coal 
Combustion and Gasification, Smoot, L. D. and Pratt, D. T., editors, Plenum Press, New York 
(1979). 

Desai, P. R. and Wen, C. Y., "Computer Modeling of the MERC Fixed Bed Gasifier," MERC/CR-78/3, 
U. S. Department of Energy, Morgantown, West Virginia (1978). 

Earl, W. B. and Islam, K. A., "Steady-state Model of a Lurgi-type Coal Gasifier," Innovation in the 
P w e s s  and Resource lndustrv C HEMCA 85, Proceedings of the Thirteenth Australian Chemical 
Engineering Conference, Penh, Australia, paper c2b, 289 (1985). 

Hindmarsh, A. C.: "ODEPACK. A Systematized Collection of ODE Solvers," in Scientific Comuuting 
(R. S. Stepleman, editor), Vol. 1. p. 55, IMACS Transactions on Scientific Computation, North- 
Holland, Amsterdam (1983). 

Hobbs, M. L., Radulovic, P. T., and Smoot, L. D., "Modeling Fixed-Bed Coal Gasifiers," a, 
3, 681 (1992). 

KO, G. H., Sanchez, D. M., Peters, W. A. and Howard, J. B., "Correlations for Effects of Coal Type 
and Pressure on Tar Yields from Rapid Devolatilization," 22nd S 
Combustion, 'Ihe Combustion Institute, Pittsburgh, Pennsylvania, 115 7 

Radulovic, P. T.. Smoot, L. D., Ghani, M. U., Hobbs, M. L., and Yi, S., "Comprehensive Fix+-Bed 
Modeling, Review, Development, Evaluation and Implementation," in mem an 

oal ConversionRocesses. Solomon, P. R., Hamblen, D. G., Serio, M. A., 
and Brewster, B. S., Final Report for the U.S. Department of Energy, Morgantown Energy 
Technology Center, Morgantown, WV, Advanced Fuel Research, Inc. East Hartford, Cr, Brigham 
Young University, Provo, UT, Contract No. DE-AC21-86MC23075 (1992). 

Solomon, P. R. and Hamblen, D. G., "Pyrolysis," in Chemistrv of Coal Conver a, ed. Schlosberg, R. 
H., Plenum Press, New York (1985). 

Solomon, P. R., Hamblen, D. G., Carangelo, R. M., Serio, M. A. and Deshpande, G. Y., "General 
Model of Coal Devolatilization." -, 2,405 (1988). 

Solomon, P. R., Hamblen, D. G., Yu, 2. Z. and Serio, M. A., "Network Models of Coal Thermal 
Decomposition," Eud, 69,754 (1990). 

Thimsen, D., Maurer, R. E., Pooler, A. R., Pui, D. Y. H., Liu, B. Y. H. and Kittelson, D. B., "Fixed- 
Bed Gasification Research using U.S. Coals," 2, U.S. Bureau of Mines Contract H0222001, (1984). 

1360 



I 

\ 

/ 

Thorsness, C. B. and Kang, S. W., "A General-Purpose, Packed-Bed Model for Analysis of 
Underground Coal Gasification Processes," UCID-20731, Lawrence Livermore. National Laboratory, 
University of California, ,\ivermore, California (1986). 

Yoon, H., Wei, J. and Denh, M. M., "A Model for Moving-bed Coal Gasification Reactors," a, 
2% 885 (1978). 

Nomenclature 

Symbol 

A 
D 
h 
Q 
r 
W 
Z 

Subscripts 

d 
g 
;w 

i 
1 
moisture 
sg 
sw 

Definition and Units 

cross sectional area of reactor, mz 
Diffusivity, &Is 
Enthalpy, Jlkg 
Heat loss, watts 
Volumetric reaction rate, k g l d  s 
Mass flow rate, kgls 
Axial distance, m 

Definition 

Devolatilizarion 
Gas 
Gas-to-wall 
Index for drying, devolatilization, gasification and oxidation reactions 
Index for elements C, H, 0, N, and S 
Index for gaseous species 
Moisture. 
Solid-@gas 
Solid-to-wall 

Superscripts Definition 

gar Gas 
tar TX 
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Overall Gas Continuity 

O v d  Solid Continuity 

Gas Phase Energy 

Solid Phase Energy 

Gas Phase Species Continuity 

Gas Phase Elemental Continuity 

Overall Tar Continuity dw 
dz 

= A r y  

A r Z  
Tar Elemental Continuity dw-.i - 

dz 

dwmuw, _ _  -- Moisture Continuity 
dz 

Notes: 

(4) 

(5-26) 

(27-31) 

(32) 

(33-37) 

(38) 

1. 
2. 

3. 
4. 

5 .  
6. 

Equations 39-164 &scribe the FG-DVC devolatilization submodel (Radulovic et al., 1992). 
Equations 165-191 describe the lower bound of the distribution function for the gas phase tar 
cracking reactions and follow the FG-DVC formulation (Radulovic et al., 1992). 
Equations 5-26 am solved only when the gas phase is not considered to be in chemical equilibrium. 
i=1-6 represents drying, devolatilization, COz, Ha, H2O gasification and oxidation reactions 
respectively. 
j=1-5 represents elements C, H, 0, N, and S respectively. 
1=1-22 represents 22 gaseous species considered in FBED-1. 

1362 



I 

9 be 60 

E 
g 20 

v 

E 4 0 -  

0 a 

u 

0 

\ 

b 

\ 

/ \ 

- 0 I A Feed Experimental Predicted Gas - m l o o o  Q v 

800 w 
@2 
3 

p: w 
400 0. 

600 2 

3 - 
200 + 291 

0 0  8 8  f.h 

0 

A r  CO, H,O N, 0, Feed Product 
b 

SPECIES GAS 3 
C: Product Gas 
0 Predicted 

- I Experimental 
1.0 

? N  

v 2 3 
40 - 

c( p: 

(9 
O m  

E 
Y 

R 
0.2 

0.0 & 
QnnLL Tar B.0. X CO CO, CH, H, H,O N, 

SPECIES OTHERS 
104.0 E: Temperature profiles F Pressure profile 2500 

' * * a  - 103.53 
a 
3 

- 2000 
X 

- 
v 

v 

w 1000 - a 

0 102.0 ' 
0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0 

DISTANCE FROM BOTTOM (m) 
Figure. 1. Comparison of predicted and experimental results for an atmospheric, air-blown, dry- 

ash, Wellman-Galusha gasifier fired with Jetson bituminous coal. The predictions are 
obtained by converting the system of equations to an initial value problem. 
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COMBUSTION AND EMISSION 
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Keywords: Turbulence, Particle Mixing, Fluid Flow for Combustion 

1 Introduction 
The development of accurate computer simulation tools for coal combustion and emission represents 
a complex task. Like combustion of other fuels, coal combustion has the coupling of: i) exothermic 
chemical reactions; ii) heat transfer; and iii) two phase fluid flow, but  with added complexities 
due to particle pyrolysis, the internal burning of the particles, and formation of ash and slag. At 
present, there are  a number of commercial codes (proprietary in nature) that  have been developed 
and/or are in use for aid in boiler design and performance predictions. There are many programs 
in the academic institutions as well, like the programs a t  the University of Illinoi, Imperial College 
of London, the University of New Castle in Australia etc. The program at the Brigham Young 
University (BYU) has been the  most successful. Many industries use this codc. This program 
uses t ime averaged equations for fluid flow and 'engineering' rate equations for combustion and is 
suitable for use even on workstations. Essenhigh's group at  The Ohio State  University has developed 
a one-dimensional model of a coal flame to study the kinetics of coal combustion with focus on the 
reactivity aspects. 

The proposed program a t  the Ohio Supercomputer Center is complementary to the BYU pro- 
gram. We propose to use high performance computing techniques for numerical simulation of 
pulverized coal combustion and emission with details of fluid mechanics, heat transfer, and reaction 
kinetics for combustion. The BYU program can give the directions and help to validate some of 
our results. Under this program, we also propose to make a comparative performance evaluation 
of different models/combination of models for pyrolysis, volatile combustion, and char oxidation. 
Unlike in other programs, we have started with the simulation of two phase fluid flow to  study the  
turbulent mixing of the coal particles and the effect of particles on the flow. 

Turbulent mixing of particles has been studied by many authors [Crowe et  al. (19SS)l. The  
majority of the reviewed studies have used flow models involving either the time-averaged properties 
of the turbulence, or have treated the turbulent flow as a random field. However, with the recent 
developments in the understanding of turbulent shear flows, it is being suggested that particle 
dispersion in free shear layers might be strongly dependent on the t ime scale of the large organized 
structures in the  flow. Samimy and Lele (1990) have recently studied the particle motion in a 
temporally evolving compressible shear layer. All of these studies emphasize particle dispersion by 
an  idealized fluid in simple geometries and do not account for viscosity and the effects of combustor 
geometry. 

The purpose of the present study is to simulate the particle dispersion in a temporally and 
spatially evolving turbulent shear layer. To the best knowledge of the authors, this is the first 
study in which a direct numerical simulation of particle dispersion by a viscous turbulent flow field 
for a combustor type geometry is carried out. I t  is known that  t he  presence of large number of 

]The Ohio State University, Columbus, Ohio 
Wniversity of Cincinnati, Cincinnati, Ohio. 
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solid particles or liquid droplets in the turbulent flow modifies the  turbulent structure [Elghobasi 
and Abou-Arab (1983)]. The present study will determine the flow conditions in the combustor as 
modified by the presence of large number of coal particles. 

2 Mathematical modeling 
The combustion chamber is represented as a n  axisymmetric sudden step-expansion geometry. An 
inert gas flow with swirl is considered. Particles of three different sizes are injected at three different 
radial and four different angular positions in the throat region. As the  gas flows, the  particles are 
dispersed in the combustion chamber by turbulence. Because of the large number of actual coal 
particles in the  combustor region, the  representation is confined to  a statistical sample. Therefore, 
each of these sample particles characterize a 'parcel' of like numbers all having the  same initial size, 
velocity, and temperature. In the  present analysis, radiation is not included in the  energy equation. 8 
2.1 The gaseous phase 
The fluid flow in the combustion chamber is represented mathematically by the time-dependent 
Navier-Stokes, equations expressed as a transport equation for the vorticity vector w. 

aw 1 
dt  Re 
- + ( V .  V)w = ( w .  V ) V -  -(V x v x w )  - v x s, 

where 
v x v = w  

and S, is the interfacial drag force resulting from the  interaction between particles and medium. 

The incompressibility constraint 
v . v = o .  (3) 

for the present case of axisymmetric flow involving only two spatial coordinates, defines a stream 
function IJ given by 

where & is a unit vector parallel to  z3. T h e  governing equation for $ is then obtained using Eq.(2). 
v = V$ x 63 (4) 

The energy equation in conservation form with ST as the source term can be written as 

2.2 Particulate phase 
Lagrangian equations are used t o  compute the motion and heating of each sample as it traverses 
the gas in the combustion chamber. The  usual assumptions are employed to  derive these equations. 
Assuming non-deformablespherical particles, with density much higher than that of thefluid, virtual 
mass force, pressure gradient force and Basset force are all neglected. Particle-particle interaction 
and other force fields such as gravity are also presently not included in the analysis. The governing 
equations for the particle in nondimensional form are  written as: 
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J 

where Re, = IV, - V,I -y,jRe and -yT = T,/T, = -y,yj(Re/18), the  ratio of the aerodynamic 
response t ime and the t ime scale for large turbulent structures. Thus,  -yd characterizes the effec- 
tiveness of the large-scale structures for particles moving laterally in the mixing region. Further, 
7, = pp/p,  and -yd = d,/d. Here, d denotes diameter, and subscripts p and f designate particle and 
fluid, respectively. 

The particle energy equation is given as: 

The parameter Q is the gain or loss by convection or radiation with the  gas phase. 

Eqs. (1) and (6) are coupled through the term S, given by 

with a" = yg, N being the number of particles represented by the  trajectory R and Av is the 
computational cell volume. 

2.3 Solution procedure 
The analysis as well as the numerical solution procedure used to simulate the fluid flow follow the 
work of Osswald, e t  al. (1984). Writing the vorticity vector as 

w =w'(r ,z)Cl  t w ' ( r , . z ) C ~  t w 3 ( r , z ) &  (9) 

where w' are the  contravariant components of vorticity and Z, are the  covariant base vectors parallel 
t o  (' coordinates, the governing equation for w3 in a generalized orthogonal curvilinear coordinate 
system ( ( I ,  t2, t3) is derived. 

aw3 
.hi,, + $i (w3%) - & (..$) 

gii are defined as 

with g = gllgZZg33 and h ,  = 6. 
The  stream function $ is determined from 
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The azimuthal component of velocity urn gives the  swirl velocity of the flow. The governing 
equation for urn is 

av”+- 1 [ a  - (3 ) a (&J )] v u  ah v u  ah at ,b q 2 u +  - hl h3 at1 hzh3 a t 2  

In the generalized orthogonal coordinate system, the energy equation (5) transforms as 

2.3.1 B o u n d a r y  and in i t i a l  c o n d i t i o n s  

At the radial boundaries. the flow conditions are  derived from symmetry across the centerline and 
zero slip at the walls. The strearnwise asymptotic forms of tlie governing equations (10-14) are solved 
to  provide the inflow/outflow boundary conditions; this approach maintains consistency between 
the  boundary values and t h e  interior solution. T h e  initial conditions correspond to a flow starting 
impulsively from rest. 

2.3.2 N u m e r i c a l  m e s h  

An appropriate coordinate system is obtained by a conformal mapping of the sudden-expansion 
geometry to a uniform cross-section configuration. This mapping is further augmented by clus- 
tering/stretching trailsformations so as to provide resolution of t he  prevailing flow features and 
to provide for placing the inflow arid outflow boundaries a t  upstream and downstream infinity, 
respectively. 

I 

2.3.3 N u m e r i c a l  s o l u t i o n  

Starting from the initial state,  the vorticity field is advanced using an  alternating-direction implicit 
method. The  corresponding stream-function distribution is obtaincd by a direct, fully implicit 
solution of the elliptic stream function equation. The t ime evolution of the flow field is pursued as 
long as desired. All spatial derivatives are discretizcd using second-order accurate central differences. 
Care is taken to  ensure proper grid-point placement so as to obtain satisfactory results. 

3 Results and discussion 
The numerical computations have been performed at  t he  Ohio Supercomputer Center using the  
CRAY Y-MP 6/664 supercomputer. Figure 1 shows the geometry and the grid distribution for t he  
sudden axisymmetric step-expansion geometry. A grid of 635 poink is used in the axial dircction 
and 132 points i n  the  radial dircction, with Re = 1.0 x IO3 and time step At = 2.0 x Three 

I 

I 
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values of -yd ,  namely -yd = 10.0-5,20.0-5,and40.0-5 are considered to simulate the effect of particle 
size on mixing. Figures 2-4 show the instantaneous particle positions and vorticity contour lines 
a t  nondimensioual t i m e t  = 0.695, 0.815, and 0.820. Only regions containing particles are  shown. 
Initially, the entering particles move downstream in a rectilinear fashion with t.he fluid but then the 

,fluid vorticity starts t o  affect their movement. The lighder particles start  circulating first, with all 
particles eventually following suit. At later times, a rather interesting feature develops. As seen 
from their distribution overlaid on the vorticity field, the particles tend to be entrapped by the 
evolving large-scale vortex structure. This feature appears t o  be initiated in regions of reduced 
axial fluid velocity . At a later time, some of these particles move upstream while others move 
downstream a t  t he  upper periphery of the middle vortex structure; those in the region between two 
vortex structures move very rapidly towards the lower periphery of the downstream vortex. 

The  curves for temperature distribution are not shown here. The  fluid temperature gives the 
thermal environment for the particles. 

4 Conclusion 
The numerical simulation of coal combustion is a challenging computational problem as it covers 
many different phenomena. The  present effort represents a first step to provide a unified approach 
t,n the problem, using direct numerical simulation. This simulation has considered particle mixing 
in an adiabatic isothermal flow. 

5 Future work 
Work is in progress to  study the combustion of single coal particle. This study needs thc solu- 
tion of the energy equation with radiation and the soliition of the energy equation for.particulate 
phase. Simultaneously, we are making parametric studies to determine the  effect of swirl on particle 
dispersion and the effect of particle motion on the fluid flow. 
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introduction 
In the modeling of pulverized coal combustion, the particle dispersion and transport in a 

turbulent flow are important issues. The accurate predictions of the flame structure and the radiation 
distribution rely strongly on how precisely the particle dispersion can be modeled. During the past 
decade, two major types of models have been developed: empirical and stochastic. In the empirical 
models by Lockwood et al. [l] and Smith et al. [2], the dispersion is assumed to be a diffusion process 
and is modeled by adding a diffusion velocity component to the mean particle velocity determined 
from the mean gas velocity. Empirical relations are used to calculate the diffusion velocity from the 
gas turbulence [I .2]. On the other hand, the stochastic models [3-51 treat particle motions in 
turbulence statistically. They trace the instantaneous interactions between particles and the turbulent 
eddies. Since the gas turbulence is stochastic in nature, these models are favored. 

We have employed a stochastic model of particle dispersion in modeling a coal combustor for 

\\ 

< 
I the design of a high temperature recuperative gas turbine topping cycle system [6]. The combustor 

contains a Radiatively Enhanced, Aerodynamically Cleaned Heat-Exchanger (REACH-Exchanger). 
The combustor is configured so that the working fluid is heated by the radiation from the coal flame 
while clean combustion gases are used to shield the ceramic heat exchanger tubes from the corrosive 
coal and ash particles. One of the important issues is to find the effect of various firing schemes on 
the particle dispersion, in order to prevent the ash particles from fouling the surface of the ceramic 
tubes. 

In this paper, we present the further modification of the stochastic model and a few case 
studies showing how the firing scheme affects the particle dispersion. The combustion process is 
modeled by a 2D finite difference combustion code PCGC-2 [7]. 

The particle motion is described in a Lagrangian framework as 

where y and 
respectively; r accounts for the Stokes drag; Xis the spatial coordinate of the particle; 9 is the gravity. 
Stochastic processes are specified with upper case characters and their realizations are given with 

are the i~ (i=1,2,3) components of velocity vectors of a particle and the gas, 
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corresponding lower case characters. A prime indicates the fluctuation component of a stochastic 
process, and a bar indicates the mean value. In the stochastic model, V,' is simulated with a random 
number generator. The particle is assumed to interact with eddies when it travels along with the gas 
stream. The gas velocity is assumed to be constant in each eddy. The length of the eddy is given by 
the length scale of the turbulence and the eddy decays with time according to the time scale. In other 
words, a particle sees a new eddy when it enters another eddy or the old one fades away. In the 
previous work [3.4,5], 4' was generated directly by Monte Carlo methods and the interaction is 
handled in the numerical integration. A disadvantage of this method is that the results can be largely 
influenced by the numerical time step and it is not very efficient since the stochastic spectrum of the 
turbulence is not used. In this study, improvements of these early models were made based on the 
recent developments in the numerical integration of stochastic differential equations [8.9]. 

The stochastic characteristics of are given by those of V; (turbulence model, k-e) in terms of 
k. le, and f. where k is the turbulence kinetic energy, and le and f are the length and time scales of 
the turbulence. V,' is a stochastic process of both time, 1, and distance, x. The autocorrelation 
functions of f and x are by definition 

Rb; ( Af ) = exp( -1Af 1 / f ) 
and 

R::(Ax)=~x~(-~~x~/I,) 
The double correlation is not readily available and is assumed to be 

/?,,(Ax, At) = exp(-,/( Af / t, )' + (Ax / I, )* ) 

(3) 

(4) 
Since a particle sees the gas when it travels, the decay of the gas velocity seen by a particle traveling 
with velocity U is a function of Af only. If R,,( decays quickly enough against x, we have 

where 
Rv;p(At)=exP(-P(At() (5) 

p = J(1  / t e ) '  + (( i i (x, t ) -V(x*t)) /  l * ) Z  (6) 
The second subscript p of R means that the correlation in Eq. (5) is for the gas seen by particles. 
From Eq. (5), we know that when seen by particles, the gas velocity fluctuation, V,', can be 
approximated with an Ornstein-Uhlenbeck process and can be generated with a filtered white noise[8] 

dt (7) _ _  
where 0,=(2/3k)~.~. ci(r) is a Guassian white noise function. Or more formally 

where A Y ( 9  is an incremental Wiener process of Guassian, N(0,Af). Since Eq. (8) contains explicitly 
o,and p. it can generate V; with correct gas turbulence statistics. We used differential equations (1) 
and (8) to model the particle dispersion by turbulence. 

dV,'= -pV,'dt + cV, , /@A4 ( f )  (8) 

This set of equations is, however, intrinsically stiff for coal combustion problems, since very 
often the time scale, l/p. is much smaller than the particle relaxation time scale IK. An implicit Euler 
scheme was employed in the integration to maintain the numerical stability. 
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To investigate the effect of firing schemes on the coal particle dispersion, combustion in the 
REACH Reactor was modeled using various firing schemes. We present here only two of the cases 
studied. Table 1 lists the conditions of these two cases. The reactor is a 9 meter tall cylinder which is 
2.8 meters in diameter. Coal particles were fired with the primary air at the center top position. Gas 
streams were injected from a number of annulus inlets. A schematic diagram of this reactor is given in 
Figure 1. The top view shows the relative positions of the inlets. The ceramic heat exchange tubes 
are located around the flame and next to the refractory wall, but they were not included in the 
calculations. The same mass flux of coal particles and air were used for both cases, except that there 
was a tertiary CH,/air stream in Case 2. The diameter of the secondary air conduit in Case 1 was 
1.27 meters, which was slightly larger than the 1 .O meters given in Figure 1 for Case 2. 

field information. The particle stochastic differential equations (1) and (8) were then solved. In each 
calculation, 100 particles were injected from 5 positions inside the primary tube and 100 particle 
trajectories were generated with our stochastic model. We used a PC based post-processor to 
visualize the results by injecting 5 particles every 0.08 second, so that a continuous particle stream 
was simulated. The particle diameter used in the calculation was 70 pm. 

Case 1 

the combustion air. The secondary air which comprises the remainder of the total air entered through 
a 1.27 meter annulus. The vector plot of the mean gas velocity is shown in Figure 2a and the particle 
dispersion in Figure 2b. As expected, there was a large recirculation zone in the top part of the 
reactor. The positive radial velocity along with the turbulence caused a large scale particle dispersion 
in this case. Significant numbers of particles reached the refractory wall. 

Case 2 

tertiary, were added in order to shield the ceramic heat exchanger tubes from the coal and ash 
particles. The tertiary gas stream was premixed CH, and air which entered through the outer annulus 
behind the heat exchanger tubes. To provide a buffer between the tubes and the flame, 213 of the 
secondary air was injected from secondary II and 1/3 of it entered from the secondary I. The 
secondary II inlet was approximately 0.25 meters in front of the heat exchanger tubes. 

The flow pattern obtained was considerably different from that obtained in Case 1 (Figure 2a). This is 
due to the added gas flux from the tertiary and the secondary I1 inlets. It demonstrates that firing 
schemes can effectively control the gas flow pattern. The particle dispersion near the wall region was 
much reduced in this case compared to Case 1. However, there were still a number of particles 
reaching the refractory wall at the bottom of the reactor. 

Piscussions 

The three major mechanisms of particle transport in a gas flow are transport by the 
background mean gas flow, turbulence dispersion, and the initial particle spray angle. The spray 
angle can be controlled by using converging and diverging nozzles. In this work, we have 
demonstrated that the gas flow pattern is controllable by employing special firing schemes. For the 
current geometry. we can effectively use the buffer air to provide some protection of the heat 
exchange tubes from the corrosive and erosive coal particles. 

The combustion was modeled with PCGC-2 [7] which provided the gas velocity and turbulence 

Pulverized coal particles were down fired from a 0.39 meter diameter tube along with 15% of 

This case is displayed as a comparison to Case 1. Two additional inlets, secondary II and 

Figure 3a displays the gas flow pattern for this case and Figure 3b is the particle dispersion. 

P 
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For Case 2. turbulence dominates the particle dispersion. Particle dispersion is then controlled 
by the shape and the position of the zone with high turbulence intensity. In combustion, it is closely 
related to the shape and the size of the flame. With the current axial symmetry geometry, this zone 
seems not to be affected significantly by the air flow and firing schemes. However, with an 
appropriately tailored reactor geometry, the shape of the turbulence zone can be controlled and the 
particle dispersion can be redirected. This concept is shown in Figure 4 with a rectangular shaped 
reactor. When the cleaning air inlets are added, the flame shape will be affected so that less particle 
turbulence dispersion will be directed toward the heat exchange tubes. Selecting an appropriate 
shape for the coal conduit can help to achieve the flame shape control. 

In two other cases(not shown here), the effect of swirl in the secondary inlet was investigated. 
Results showed that swirl must be avoided in the REACH reactor since the tangential motion created 
by the swirl causes large scale particle dispersion. 

For the REACH reactor, attention must also be paid to the radiative heat exchange from the 
combustion flame to the heat exchange tubes and the convective heat transfer from the tube wall to 
the working fluid [6]. In parallel to CFD modeling of the particle turbulence dispersion in the REACH 
reactor, experimental investigation of both the radiation heat transfer and the aerodynamic cleaning 
effect was performed and results will be published elsewhere 161. 
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Table I .  Flow conditions of Case 1 and 2. 

Primary Coal 
Air 

Secondarv I Air 

Flow Rates, Kg/s 
Case 1 Case 2 

0.50 0.50 
0.88 0.88 
4.96 1.65 

Secondary II Air 

Primary Air and Coal 
Secondary I Air 
Secondary I1 Air 

U-Tubes = 2.25 m 
Reactor = 2.75 m 

= 0.39 m 
= 1.035 m 
= 1.744 m 1 Flame = 1.5 m I 

3.31 

Figure 1. REACH-exchange reactor, Top View. 

Tertiary CH, 
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Figure 2. a. Velocity vector plot and b. particle dispersion of Case 1. 
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Figure 3. a. Velocity vector plot and b. particle dispersion of Case 2. 
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a. 

Flame 
/ 

Cleaning air , b. 

Figure 4. Top views of a rectangular REACH reactor, showing the effect of cleaning air on the 
shape of the flame. a. without the cleaning air and b. with the cleaning air. 
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INTRODUCTION 

Most of the existing predictive codes rely on a stochastic treatment of the particle-turbulence 
interaction in which the tmjectories of particles of finite number of representative sizes emerging from 
representative starting locations are computed. T o  obtain statistically reasonable results for position and 
velocity probability density functions(pdfs), more than loo0 particles from each size group and 
starting location must be tracked, thus they are not attractive in terms of computer economy. 

The "Prediction of Evolving Probability(PEP)" model is a novel method developed by 
Lockwood and Papadop~u los~  to predict the evolution in time of the particles velocity pdf for two- 
phase flows. Given the gas conditions at the current partlcle position, the model predicts the particles 
velocity pdf for the chosen time step which gives the particle position. 

In the present work PEP model is incorporated in the 2 D d e  FAFNIR in which the treatment 
of gas phase is based on the standard k-E model. The calculation of the turbulent flow with the 
dispersed particulate phase is based on a statistically steady Eulerian framework for the motion of the 
carrier continuum phase and a Lagrangian simulation of the particulate phase. 
Gas Flow Field 

The gas flow is described by transport equations for mass, momentum and turbulence 
quantities which can be cast in the general form applicable to 2D, steady, non swirling, axisymmetric 
geometries: 

Dl ~pu ,+ )=-~r ,~ , - - - - )+s~+s~  a a a+ 
ax, 

where Ui is the velocity component in directlon xi, the implied summation being restncted to the axial 
and radial components; + represents any of the variables U.V,k.E o r  h. The S+ and r e f f  are, 
respectively, the 'source' and the effective diffusion coefficients for the entity +, while Sp represents 
the particular source due to the presence of the particulate phase. The continuity equation is obtained by 
setting +=1 and reff=l .  

The interaction with the dispersed particulate phase which is represented by Sp is obtained 
using the 'Particle Source in Cell(PS1C)' method, Cmwe et all, where the cells are the finite difference 
control volumes of the discretised flow domain for the gas phase calculation. These terms are 
calculated by the integration of all particle trajectories crossing a given control volume. The turbulence 
scales k and E are obtained using the standard k-E model equations and constants, Launder and 
Sualdine4. 

+ 

+ 

pfirticleklow Field 
The Lagrangian form of the governing equations for the particulate phase are analytically 

solved to predict the evolution in time of the particles velocitv d f .  The instantaneous acceleration of a 
particle immersed in a gas at time t, in its non3inearised form; may be expressed as: 

IGN[u,(t&llt)P+ FP I21 
-= dudt) P&CD~ 

dt Zm, 
The particle drag coefficient, CD, in general is a function of the Reynolds number based on 

gas-particle relative velocity. The following drag law has been employed for the present study. 
CD = (1.0+0. 15R$.687)/(R%/24) for R e p 5 l W  
CD = 0.4 for Rep>IOOO 

SIGN signifies the sign of the relative velocity of the particle with respect to the gas. Fp is the sum of 
all forces acting on the partlcle excluding viscous force expressed by the first term on the right hand 
side. Only the viscous term is retained for the present formulation which neglect the following: 

1.Inertial apparent force and Basset force. 
2.Static pressure gradient force in the direction of motion. 
3.Buoyancy effects. 
4.Magnus effect as the pamcles are assumed to be non-rotating. 
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5.Particle-particle interaction. 
With a closure assumption that the pdf of the gas velocities is Gaussian given that the pdf for 

the particle velocity is also Gaussian for the same spatial position and time, see Snyder and Lumley6, 
Wells and Stock9 and Tsuji and Morikawa7, the equation for the pdf of the ensemble parhcle velocity 
at time t. p(vpt) is derived as, Lockwood and Papadopoulo~~: 

where 
qc1+czvp+c3v~~,p+P,+qc*+2c3vpp = 0 PI 

P stands for the pdf P(vp,t) and the subscripts vp and t denote the partial derivatives with respect to the 
subscripts. a is the standard deviation of velocity fluctuations and subscripts g and p refers to gas and 
particulate phases respectively. vp denotes the particle velocity in probabilistic space while ug and up 
denote the mean values of velocity in real space. pgp is the correlation coefficient for the gas-particle 
velocity fluctuations. 

The solution of the equation [3] using method of characteristics is given by 

where PO( ...... ) stands for the particle velocity pdf at time t=O. 
Solution Procedure 

Turbulent dispersion of the particles is simulated by sampling the gas phase properties at the 
current W c l e  position at the beginning of each time step. The fluctuating component of the sampled 
gas velocity is assumed to be Gaussian with zero mean, for which the standard deviation is given by 
a g e ,  Gosman and Ioannidesz, where k is the turbulent kinetic energy. 

The fluctuating component of the particulate velocity is also treated in a similar manner where 
the mean paracle velocity and its standard deviation are either known as initial conditions or taken from 
the previous iteration. 

The velocity distributions for both the gas and particulate phases are generated analytically at 
the beginning of each time step with a range of 8a, Papadopouloss. The range of the most probable 
pamcle velocities is discretised into a number of regions of equal width, 20 in the present study, and a 
representative velocity is assigned to each division. At the end of the time step, values of the evolved 
representative velocities are sorted with the associated pdf values and these new values are used to 
calculate the moments of the new parhcle velocity distribution. 

The overall solution procedure for the fluid flow and the particle phase is as follows: 
1.A converged solution of the of the gas flow field is calculated without the source terms of the 

2Representative parcels of parhcles starting from a finite number of starting locations are 

3.The flow field is recalculated by considering the source terms of the dispersed phase, where 

4.Repetition of steps 2 and 3 until convergence is reached. 
Results and Discussion 

Particle motion in a laminar now is a special case where the gas-particle velocity correlation 
coefficient and the root mean square(rms) value of the velocity fluctuations are zero, thus giving a 
simplified solution of the equation 141. 

Figure 1 presents the development of the parucle velocity in a uniform laminar flow field of 
mean velocity 10.0mls. Initial mean particle velocity and its rms value are assumed to be 9.Omls and 

dispersed phase. 

traced through the flow field to obtain the mean trajectories and source terms. 

appropriate considering the underrelaxation factors. 
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O S d s  respectively. The rms value of the initial Gaussian distribution of particle velocity diminishes 
with time to approache a delta function at longer times centred as expected on the mean gas velocity. 

Figure 2 shows the turbulent response of three partlcle size groups 15pm. 40pm and 100Fm 
respectively. The special analytical sdution of the quation [4] is used for the case of pgFl.0.  A free 
turbulent jet of mean exit velocity IO.Om/s and rms value 0.4m/s is used. Initial mean particle axial 
velocity and its rms value are assumed to be 9.Om/s and 0.5m/s respectively for all three size group. It 
is evident from the figures, that smallest size group tend to follow the mean gas motion whereas the 
high inertia of the 100pm parhcles shows a slower response. 

On the basis of the evidence presented above and the other supporting evidence by Lockwood 
and Fapadopouloss. the PEP model may be applied to a real physical flow field for which experimental 
data exist. 

Derailed measurements of particle dispersion in a round free jet constitutes a reliable reference 
for validation of a particle dispersion model -use gas velocity profiles and turbulent properties can 
be simulated accurately with the standard k-E model. Hardalupas et a19 provides useful measurements 
for the gas and partlculate phases in a round free jet. In the present study, velocity predictions using 
the PEP model are compared with the experimental measurements, taken using a phased-LDA, for a 
round, unconfined two-phase jet flow reported by Hardalupas et al9. 

A downward directed jet, exhausting into ambient air environment is used. The flow develops 
in a 15mm diameter precision bore stainless steel tube for SOmm before exhausting into ambient air. 

Due to symmetry, only a half of the flow field is considered. A computational area of 0.5m in 
radius and 3m in length [Figure 31 with a non-uniform grid of 37.51 is used to simulate the flow field. 
Outside the injection pipe, the entrainment air flow is ini t ia l id  to a low velocity, sufficient to prevent 
recirculation within the flow field. 

According to the measurements. the initial velocity of the part~cles is set to 90% of the mean jet 
gas exit velocity of 13.lmls. Particles of 4Opm diameter and 2420kg/m3 density are released from 10 
radial positions at the exit of the injection pipe. The jet exit Reynolds number is 13000 with a mass 
loading of 13%. 

Figure 4 shows the centreline variation of the mean axial velocity and its rms value for the 
partlculate phase. Figure 5 presents the radial profiles of the mean particle axial velocity at three axial 
stations. Predictions using the PEP model with gas-particle velocity correlation coefficient values of 
0.1. 0.5 and 1.0 are tested. A gas-particle velocity correlation coefficient of 1.0 gives better overall 
predictions although the dispersion effect is underpredicted. Considering the results a t  the first axial 
station(x/d=lO), it is evident that a low correlation coefficient value near the jet exit region gives a 
much better responce to turbulence. 

Figure 6 presents a comparison between the performance of the PEP model with that of a 
stochastic model similar to one uesd by Gosman and Ioannides2. With stochastic model 25 stochastic 
trials are performed for each particle group. It is clear that the radial profiles of mean axial velocity and 
its rms value are better predicted by the PEP model with a correlation coefficient of 1.0, although the 
dispersion is underpredicted. Under prediction of the dispersion can be directly attributed to the use of 
a constant correlation coefficient value for the whole flow domain at the present state. Analytical 
determination of the gas-particle correlation coefficient at each sampling location may lead to much 
superior predictions. but this matter is beyond the scope of the present paper. 

A test simulation has been performed imposing an arbitrary linear variation on the value of the 
correlation coefficient. It is set to 0.2 at the jet exit and increased linearly with axial position to 1.0 at 
x/d=25 and then allowed to remain constant. As expected, the dispersion effect is clearly 
improvedrigure 7. 
CONCLUSIONS 
The effective coding of the PEP model is successfully completed.Predictions of the PEP model are 
superior to those of the stochastic model and result in aconsiderable reduction in computational time. 
Reproducibility of the results is an added advantage of the present formulation over the conventional 
stochastic simulations with random number generation. Given the possibility of analytical 
determination of the gas-particle velocity correlation coefficient still better predictions will be 
achievable with the present formulation. 
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Droplet Motion under the Influence of Flow 
Nonuniformity and Relative Acceleration 

F. PENG AND S. K. AGGARWAL 
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Abstract 

A computational study on the dynamics of single droplets is performed in two gas flows at moderately 
higher Reynolds numbers, one is Poiseuille flow in which gas is either nitrogen or helium and the other one is 
counterflow formed by two opposed streams of nitrogen. The focus of the study is to review the methodologies 
used for representing the effects of flow nonuniformity and relative acceleration on droplet motion in moderately 
high Reynolds numbers. The motion of the droplets is observed to be affected by the flow nonuniformity and 
unsteadiness, characterized respectively by dimensionless parameters K and A,, and the effects due to 
nonuiformity and rate of change of relative velocity are separable. It is determined that acceleration and 
deceleration affect the drag and lift on droplets in dissimilar ways. The lift force caused by flow nonuniformity is 
in the same direction of K in Poiseuille flow, whereas it is in the opposite dircction of K in countemow. It is noted 
that the radius of curvature of droplet trajectory affects lift force more strongly than drag force, Modified 
correlations for the drag and lift coefficients as function of the Reynolds number and dimensionless parameters 
characterizing the flow nonunifomity and unsteadiness are proposed. 

Keywords: drag, lift, unsteady, nonuniformity 

NOMENCLATURE 

Acceleration factor m 

Added-mass drag coefficient Re 

Drag coefficient ", 
Steady-state drag coefficient v, 

Lift coefficient P 

Droplet diameter P 

Gravlty K 

Basset hstory drag coefficient x, 

The deformahon rate tensor V 

The coefficient of SafEnan 's 
lift force 

Mass 

Droplet Reynolds number, Re = DdV,/v, 

Velocity component in i-direction 

Maptude of relative velocity 

Displacement in i-direction 

Density 

Viscosity 

Kinematic viscosity 
Nonuniformity factor 

Subscripts 
g Gas 
d Droplet 

i=l Radial direction 
i=2 Axial direction 
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1. Introduction 

One aspect of spray computation research which remains mostly unexplored is the accurate 
representation of the drag and lift forces operative on droplets as they undergo a highly complex, 
curvilinear, unsteady motion on a turbulent flow field. The droplet dynamics models being used currently 
in spray computations consider the standard drag force only; the effects of flow nonuniformity and 
droplet relative acceleration on the droplet drag and lift forces are not considered. In addition, the effect 
of unsteadiness on the motion of a droplet traveling in a curvilinear trajectory is not considered. A 
number of studies (Clift et al., 1978, Leal, 1980, and Pun and Libby, 1989, 1990) have found that these 
effects can significantly alter the droplet motion by changing the net drag force and introducing a 
significant lift  force. Clearly, the trajectories obtained without consideration of these forces can be a 
significant source of error in a comprehensive spray computation. 

In the analysis of multiphase flows, the particle shape is often assumed to be spherical for 
simplicity and the drag on a sphere is thought to have been well-understood at low Reynolds numbers. 
Many researcher have sought a general equation of motion to determine the trajectory of droplets in an 
unsteady, nonuniform flow, Originally Basset (1888), Boussinesq (1885), and Oseen (1927) developed a 
force expression, known as BBO equation, for a slowly moving, accelerating, rigid sphere in a still fluid. 
Later, Tchen (1947) extended the BBO equation to incorporate the effects of a temporally varying flow 
field on particle transport. Corrsin and Lumley (1956) modified Tchen's equation to account for spatial 
nonuniformity of the flow field. Riley (1971) revised Corrsin and Lumley's equation to properly account 
for the effect of the undisturbed flow on a particle's motion. Maxey and Riley (1983) modified the 
equation of Tchen (1947), and they suggested the following equation for a small rigid sphere in a 
nonuniform flow: 

The derivative d/dr denotes a time derivative following the moving sphere, and the derivative D/Di the 
time derivative following a fluid element. The terms on the right hand side correspond in turn to the 
effects of viscous Stokes drag, pressure gradient of the undisturbed flow, added mass, Basset history 
term, and buoyancy. 

The modified BBO equation and the above equation have been widely used for the study of the 
motion of small droplets in a fluid (Lharo and Lasheras, 1989, and Liang and Michaelides, 1992). It 
should be noted, however, that both the equations are restricted to the Stokesian flow or "creeping 
flow", since the convective terms are omitted in their derivation. Unfortunately, no theoretical expression 
is available for the force on droplet at higher Reynolds number, if the effects like rotation, flow 
nonuniformity, and unsteadiness are added to the problem. Thus, some experimental work has been done 
to study the effects of flow nonuniformity and droplet acceleration at higher Reynolds number separately. 
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Odar and Hamilton (1964) used an experimental study and obtained correlations for the effects of 
added mass term and Basset history term at Reynolds number values up to 62. They expressed the total 
drag force by the use ofthe empirical coefficients C,,,C, and C,,: 

where C,,, C, and C,, are, respectively, the steady-state, added-mass and history drag coefficients. C,, 
is defined later in Eq. (14). Based on their measurements, Odar (1966) suggested the empirical formulas 
for C, and C,, by introducing a nondimensional acceleration parameter A, 

Odar (1966) confirmed that the empirical formulas for C, and C,, derived for a simple harmonic 
motion, are valid for the free fall of a sphere in a viscous fluid. Hughes and Gililand (1952) and Hjelmfelt 
and Mockros (1967) also predicted that a sphere which falls freely experiences drag higher than that 
given by the Stokes coefficient as it accelerates to its terminal velocity for higher Reynolds number. Tsuji 
and Tanaka (1990) investigated the drag on a sphere in a periodically pulsating flow experimentally for 
Reynolds number in the range 8000 < Re < 16,000. Their results show that the drag increases in the 
accelerating flow and decreases in the decelerating flow. Odar (1968) provided data on the drag of a 
sphere along a circular path in the Reynolds number range from 6 to 185 , which shows that the effects of 
the added mass and the history of the motion increase for this case whereas the contribution from the 
steady-state drag remains the same as that in a rectilinear motion. Contrary to the above, there is another 
group of works showing the opposite results. For instance, Temkin and Kim (1980) and Temkin and 
Melta (1982) obtained the drag by observing the motion of sphere in a shock tube and modified the drag 
coefficient C, including the effects of unsteadiness. Their results show that acceleration decreases and 
deceleration increases droplet drag. Besides Temkin and Kim (1980) and Temkn and Mehta (1982), 
Ingebo (1956) reported results showing the same trend. 

A thorough review of the effects of flow nonuniformity on particle motion is given by clift (1978) 
and leal (1980). The additional force caused by flow nonuniformity may be decomposed into a drag force 
in the direction of relative velocity and a lift force normal to the drag. In order to develop useful 
correlations, the effect of flow nonuniformity is usefully represented in terms of a nondimensional 
parameter K and the droplet Reynolds number (Pun and Libby, 1990). Eichhom and Small (1964) 
suspend large spheres in a Poiseuille flow at several inclinations of the tube and obtain lift and drag data 
in the Reynolds number range of 80 to 250. Safhan (1965) studies theoretically the lift on a small 
sphere in a slow shear flow. Dandy and Dwyer (1988) present numerical simulation for a neutrally 
buoyant spherical particle in a steady, linear shear flow over a Reynolds number range of ten to one 
hundred. Their results indicate that for a given rate of shear, the lift coefficient is inversely proportional 
to the square root of the Reynolds number for lower Reynolds number (less than ten) and constant at 
higher Reynolds number. Pun and Libby (1990) conduct experiments on droplets moving in a Poiseuille 
flow in the Reynolds number range of 0 7 to 27 and K in the range of 10.' to 6x 10.' and determined that 
the droplets experience drag larger than that indicated by the standard drag. Following the reasoning of 
Drew (1978) they attribute this increase in the drag to the effects of flow nonuniformity and empirically 
correlate the increase in drag and lift coefficients. 
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In spite of the abundance of literature on the effects of flow unsteadiness and nonuniformity, there 
are no previous correlation to calculate the drag and lift forces affected simultaneously by both flow 
nonuniformity and relative acceleration at higher Reynolds number. In the present paper, a computational 
study of motion of droplets in Poiseuille flow and counterflow is reported. The major focus of the study 
is to present a detailed comparison of the droplet trajectories predicted by five different approaches with 
the experimental data of Pun and Libby (1990, 1989) and to propose modified correlations for the effects 
of flow nonuniformity and relative acceleration at moderately high Reynolds number. 

2. The Physical Situation 

The droplet motions in Poiseuille flow and counterflow are studied. The flowfields are identical 
to those of Pun and Libby (1990) and Pun and Libby (1989), and the reader is refereed to their study for 
a detailed description. A Poiseuille flow is established in either nitrogen or helium at room temperature in 
a vertically mounted quartz tube of length 1.83 m and inner diameter of 2R=2.14 cm. Liquid droplets in 
an upward flowing Poiseuille flow of gases experience a downward velocity relative to the flow. A 
counterflowing flowfield is established by flowing gaseous nitrogen from two opposed ducts. The ducts 

+have a radius of 2.3 cm and are placed 1.5 cm apart. The flow exits each duct with a discharge velocity 
of 31.7 c d s .  A droplet generator, the nozzle of which is placed in the bottom duct, introduces n- 
heptance droplets of 100 and 130 p m  diameter into the gas stream just before it enters the counterflow. 
The flowfield is described by Libby et.al. (1989). The accuracy of the gas velocity components is 
confirmed by comparison with the experimental results of Chen et al. (1987) and the LDV measurements 
of Pun and Libby (1989). 

3. The Equation of Motion 

As reviewed above, several different approaches have been used in the past to represent the 
The following approaches are effects of acceleration and flow nonuniformity on droplet motion. 

employed in this paper. 

Approach (1): The equation of motion, based on Eq.(l), in which the unsteady effect is 
introduced by using the empirical coefficients, C, and C,,, and the lift force is included, is given as 

K=2.594 is the coefficient of Saffman's lift force, and the deformation rate tensor 4, is defined as 
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where 

The expression of lift force used in Eq.(3) is a generalization of the expression provided by Saffman 
(1965) for three-dimensional shear fields, which is restricted to small droplet Reynolds number. In 
addition, the droplet Reynolds number based on the relative droplet velocity must also be smaller than the 
square root of the droplet Reynolds number based on the shear field. The formulas suggested by Odar 
(1966) are used to calculate C, and C, 

Approach (2): Following the equations suggested by Temkin and Mehta (1982) and others, the 
The effect of flow effect of unsteadiness is considered by modifying the drag coefficient C,. 

nonuniformity on drag and lift is, however, represented in a manner similar to approach (1). 

d, and urn are the same as defined above 

Approach (3): The effects of flow nonuniformity and unsteadiness are represented in terms of 
additional lift and drag coefficients If we assume that both lift and drag forces influence the droplet, then 
the force on the droplets acceleration components in the radial and axial directions are 

where C, and C, are the coefficients of lift and drag respectively. 

Pun and Libby (1990) suggest the following correlation for drag and lift coefficients: 

2 
Re 

c, = c,, (1 + 575(-)3’4) 

rz 
Re 

c, = 20c,,(--)~/~ 

Approach (4): The modified correlations proposed in the present study are: 

rz 
Re 

c, = C,J 1 + C,(-)”) - C“, . Ac 
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2 C, = C, . CDs(-)3’4 - C,, . A, 
Re 

where C,, C,,, C, and C,, are constant. 

In Poiseuille flow: CAD = 0.42, C,, = 5 x IO” ,  when A, < 0.0 

C, = 575.0, C, = 50.0 

In counterflow: C,, = 0.52, C,, = 0.15, when A, < 0.0 

C,,=O.2, C,,=O.l5, whenA,>0.0 
C, = 725.0, C, = 400.0 

A, is defined by Temkin and Kim (1980). 

Approach (5): The fifth approach considers only the viscous and pressure drag represented by 
C,, . For low Reynolds number, C,, is given by the Stokes drag, whereas for high Reynolds number, it 
involves Stokes drag and a correction such as proposed by Putnam (1961), Le., 

24 Rezp 
Re 6 

c,, =-.(I+-) 

4. Results and Discussion 

The fourth order Runge-Kutta method has been used to calculate the droplet velocity and 
displacement. The effects of flow nonuniformity and relative acceleration are investigated by studying the 
droplet trajectories and displacement histories in both radial and axial direction predicted by the five 
approaches and experimental data. 

Figures 1 shows the droplet trajectories and displacement histories in both radial and axial 
directions predicted by above five approaches, and obtained experimentally in Poiseuille flow. Three 
cases have been considered and each case has different initial conditions, and also different droplet size or 
different fluid. In this paper only one case is shown. As seen in Fig.1, the droplets introduced off the axis 
migrate toward the axis. Comparing the displacement histories in radial direction, it is noted that the 
values predicted by approach ( 5 )  are greater than those determined experimentally. In addition, the 
existence of a lift force which moves the droplet towards the axis is indicated. The sign of the lift force is 
the same as that given by SaEman (1965). the approach (3) 
underpredicts the lift force whereas approach (1) and (2) overpredict the lift force. Note that the error in 
the trajectory prediction is mainly due to the inaccurate representation of the lift force. In approach (1) 
and (2), the lift force is evaluated by using the Saffman lift force expression, which is restricted to low 
Reynolds number situations. Approach (3), based on the correlation of Puri and Libby (1990), considers 
the flow nonuniformity effect, but may be improved further by including the acceleration effect. The 
modified equation (13) used in approach (4) includes the latter effect, and provides a better 
representation for the lift coefficient. 

The droplet displacement in axial direction is influenced mostly by drag force. The larger the drag 
force, the shorter the distance traveled by the droplet in the axial direction, when droplets move in the 

Compared with experimental data, 
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opposite direction of gas flow. As demonstrated in Fig.l, approach (I)  and (2) underpredict the drag 
force. A plausible explanation for the underprediction of the drag force by approach ( I )  is that it employs 
correlations of Odar and Hamilton (1964), which are based on an experimental study of droplets in 
harmonic motion. If the droplet moves along a curved path, the unsteady effect will increase. As the 
result of curvilinear trajectory of droplets and inaccurate consideration of nonunifonnity, the approach ( I )  
underpredict the drag force. Similarly the error in using approach (2) is caused by an inappropriate 
application of the formula proposed by Temkin and Melta (1982) and S a h a n  (1965) lift force 
expression. In order to modify approach (3) which underpredicts the drag force, we include the unsteady 
effect. Consequently, the droplet trajectories as well as displacement histories in both radial and axial 
directions predicted by the modified correlation are in better agreement with those determined 
experimentally. 

The droplets in counterflow experience a much more complex, curvilinear, and unsteady 
(including both acceleration and deceleration) motion. Two cases have been studied with different 
droplet size and initial condition. In case 1 ,  droplet diameter is 100 pm. In case 2, droplet size is 130 
pm, and the droplet initial velocity in axial direction is much higher than that in radial direction. 

As noted from Figs2 and 3, the trajectories predicted by approach ( 5 )  are much different from the 
experimental data, especially in radial direction, indicating lift force must be important in these cases. The 
presence of lift in a curvilinear trajectory is not surprising. In experiments on the motion of a sphere 
along a curvilinear path in the Reynolds number range of 30 to 80, Odar (1968) finds that the lift is as 
high as ten percent of drag. In their study on droplets in a counterflow, Puri and Libby (1989) contend 
that the droplets are influenced by the skewness of the acceleration vector from the relative velocity 
vector. As a result, the net force due to acceleration is not collinear with the relative velocity. 
Consequently, the consideration of acceleration effects in a curved trajectory requires that both the drag 
and lift due to acceleration must be calculated. Thewsteady effect on drag and lift is given in Eq.(12) 
and Eq.(13). From these relations it is seen that the deceleration will increase drag force, and 
acceleration will decrease drag force. This is consistent with the results of Temkin and Mehta (1982). 

It is known that the flow nonuniformity affects both drag and lift force. It is not clear, however, 
as to how the direction of lift force changes with the sign of K. In Poiseuille flow, K is always positive. 
According to Saflinan, if the particle lags behind the fluid, a radially inward lift force exists causing their 
migration toward the tube axis. I f ,  on the other hand, the particle travels faster than the fluid, the effect 
will move the particle away from the axis, i.e., the lift force coefficient follows the sign of K. In 
counterflow, the plots of C, and K indicate that the direction of C, is opposite to that of IC. In the 
present study, this observation is used to determine the sign of C, in Eqs. (12) and (1 3). 

For approach (4), comparing the constants C,,,C,,,C,, and C, in Poiseuille flow with those in 
counterflow, it is noted that the constants CAD and C, used in calculating drag coefficient are not much 
different in the two flows. However, the constants C,, and C, used in calculating lift coefficient are 
much larger in counterflow than those in Poiseuille flow. It indicates that the radius of curvature of 
droplet trajectory, which is much larger in Poiseuille flow than in counterflow, but change continuously 
along the droplet trajectory in the counterflow, may affect the lift force, and the larger the radius of the 
curvature of droplet trajectory, the less effect on the lift force. Finally, a plausible explanation for the 
departure of displacement histories in radial direction predicted by approach (4) and experimental data 
(Figs. 2(b) and 3(b)) is attributed to  the fact that the correlations used in approach (4) do not consider the 
effect of changing curvature and skewness of acceleration vector along the droplet trajectory, 

' I  

f l  
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5. Conclusions 
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The droplet motion under the influence of flow nonuniformity and relative acceleration has been 
investigated in Poiseuille flow and counterflow. Several approaches that are currently in use for 
representing these effects have been evaluated. It is found that the application of Odar's formula, 
Temkin's formula and Pun and Libby's correlation is not accurate enough to predict the trajectories 
obtained from previous experimental studies. It is indicated that calculations of K and A, can be 
performed for both Poiseuille flow and counterflow, so that the effects due to nonuniformity and rate of 
change of relative velocity are separable. It is determined that acceleration and deceleration affect the 
drag on droplets in dissimilar ways, which is consistent with the results of Temkin and Mehta (1982). 
The lift force caused by flow nonuniformity is in the same direction of K in Poiseuille flow, and in the 
opposite direction of K in counterflow. It is seen that the radius of curvature of droplet trajectory affects 
lift force more strongly than drag force, and the larger the radius of the curvature of droplet trajectory, 
the less effect on the lift force. Modified correlations for the drag and lift coefficients as function of the 
Reynolds number and dimensionless parameters characterizing the flow nonuniformity and unsteadiness 
are proposed. 

Since the correlations proposed in the present work is based on the analyses of the experimental 
data of Pun and Libby (1990, 1989), they may not be applicable to other situations that are significantly 
different from these experiments. The effects of the radius of curvature of droplet trajectory and the 
skewness of the acceleration vector from the velocity vector on the drag and lift force have not been 
studied in detail in the present work. Clearly, more experimental and theoretical studies are needed to 
analyze these effects on the drag and lift force. 
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INTRODUCTION 

Because of its practical and fundamental imponance, droplet vaporization. with its complicating features 
of surface rearession. surface blowina. and transient energy and soecies diffusion. has been the subiect 
of a large number of experimental, ahyt ical  and compkional'studies over the timespan of sedral  
decades. A literature review has revealed, however, that previous studies of droplet gasification have 
generally neglected effects of surface-tension gradients. The only related study that has been found is 
that of Higuera and LiBin'. which is a linear stability analysis of an unsupported and stationary droplet 
vaporizing in a hdt stagnant atmosphere. Here we present a computational study of the effects of 

methanol droplets vaporizing in a hot environment. Large and small droplets (initial diameters of 2 mm 
and 100 pm) are considered, and gravity is neglected. The large-droplet calculations are most applicable 
to reduced-gravity droplet experiments, while the small-droplet calculations are relevant to practical 
sprays. 

Marangoni convection is induced by surface-tension variations along an interface between two fluids. 
The surface tension variations are caused by temperature gradients parallel to the interface. Since an 
interface has negligible thickness. surface-tension gradients must be balanced by viscous shear stresses 
on either side of the interface. If viscous stresses are large relative to surface-tension gradients, 
thennocapillary effects may be neglected. However, when viscous stresses and surface-tension gradients 
are comparable, thennocapillary effects are likely very important; this is the situation encountered in 
thennocapillary migration of droplets and bubbles in temperature gradients. Studies of thennocapillary 
migration have typically not considered the effects of phase changes, surface regression, surface 
blowing, or transient energy and species diffusion. 

droplet of radius r moving with the speed U, relative to a gaseous environment. An average shear stress 
acting on the droplet from the gas side may be. defmed as p,U,Q,/2, where p- is the ambient gas 
density and CD the drag coefficient. This shear stress will induce convection in the droplet interior. A 
temperature gradient along the liquid surface will produce an average surface-tension gradient A a h  (a is 
surface tension) that will be balanced by surface shear stresses in the gas and liquid phases. We may 
characterize A 0  as a, AT, where T is temperature, e = lhml, and AT the temperature difference from 

convection processes if A d r  is significantly less than p..U,Td2. In tenns of temperature differences, 
rhennocapillq effects should be small SAT << rp-U-cda,. We may introduce the droplet Reynolds 
number Re = 2rU,pJk. where p., is the ambient viscosity. to yield AT <c C ~ p - ~ R e ~ / ( 4 r a ~ p , ) .  
Consider a 2 mm diameter hydrocarbon droplet in loo0 K air at 1 a m .  If Re = 10, CD = 1, and a, = 
10-4 N/(m 'K) (a value appropriate for hydrocarbon or methanol droplets at subcritical conditions2.3). 
we fmd that AT << 1 K is required for surface tension gradients to be negligible. For Re = 0.1 (and CO 
= 24/Re), it is required that AT << 0.01 K. Hence, even modest temperature differences may induce 
significant thermocapillary forces. It is thus desiable to investigate in more detail the effects of capillary 

\ Marangoni (thermocapillary) convection on transient temperature and velocity profiles in octane or 

\ 

\ 

\ 

\ Estimates of the importance of capillary effects on droplet vaporization may be made by considering a 

l one side of the droplet to the other. Surface tension gradients will not significantly affect liquid 
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forces on droplets. To this end, a computational model for axisymmedc droplet vaporization, including 
surface-tension gradients, was developed and is presented below. 

EQUATIONS AND METHODS OF APPROACH 

In this paper we started from the low Mach number model of the Navier-Stokes equations in control 
volume form. This model eliminates acoustic waves from the Navier-Stokes equations. and it will not be 
derived in the present paper. The equations for axisymmemc flow in control volume form are 

Conservation of Mass 
J - jjj pdV + # pv di = 0 
b V  A 

Momentum Equations 
J j j j p  [--u + v Vu]& = - H E z  *A + #;*& 

j j j p  I&"+ ve V"]dV = - H P q  drT + #L d;i 

jjjpCp[;i;+V.VTldV m = 

v a t  A A 

V A A 

Thermal Energy Equation 

V 

#,IVT*di-jjjpk&CptVk *VTdV 
A v k=I 

JY 
Species Transport Equations 

j j j p [ -  + V Vy]dV = HpD,Vy. d;i 
v a ,  A 

Equation of State 
PT = pRT 

where the following notation has been employed: p - is density; V - fluid velocity; T - temperature; Yi - 
mass fraction of species i; and ? is the stress tensor in the fluid. The thermodynamic and transport 
properties for the gas and liquid have been obtained from Refs. [4-61. At the interface location between 
the gas and liquid phases the conditions of continuity of heat flux, mass flux and tangential velocity have 
been employed, and the equilibrium condition of the ClausiusClapeyron equation was used to determine 
the concentration of the liquid components in the gas phase at the interface. Tangential viscous sfresses 
and surface-tension gradients were appropriately balanced at the interface. In addition, gravitational 
forces were assumed to be negligible. 

The above system of equations has been solved numerically with a time accurate method, and with the 
use of a predictor/corrector method developed previously7. In general the addition of surface tension 
gradients has not caused any explicit change in the numerical methods; however the large surface 
velocities and gradients generated by surface tension effects have caused a need for smaller time steps to 
properly resolve the surface phenomena in time. The numerical calculations have been started from a 
uniform constant velocity initial condition in the gas. and a uniform zero velocity condition in h e  liquid. 
This condition, which is typical of droplet injection, causes a rapid buildup of the surface velocities as 
will be seen in the results section of the paper. 

- 
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RESULTS 

Calculations were performed for octane or methanol droplets in air at 1 ann. Initial droplet diameters and 
temperatures were taken in all cases to be 2 mm or 100 pm, and 300 K, respectively. Initial droplet 
Reynolds numbers of 0.1 and 10 were considered. For the Re = 10 calculations, vaporization in a loo0 
K environment was allowed and the droplet-gas relative velocity was held constant. For Re = 0.1 
vaporization in a 400 K environment was neglected, though droplets slowed down from drag. 

Figure 1 shows the transient droplet surface velocity profiles for octane droplets (initially 2 mm) when 
surface-tension gradients are neglected. (Figures 1 and 2 are three-dimensional plots, with the height 
above a point in the "time-angle" plane representing the ratio UJU,, where Us is the local interface 
velocity). As would normally be expected, the surface velocities initially rapidly increase and then 
approach a steady-state condition. In Fig. 2, the same conditions are assumed, except that here 
thermocapillary effects are allowed. It is evident that that surface velocities are much larger in this case, 
especially near the beginning of the vaporization history. In each figure. the maximum time plotted is for 
the gas-phase time scale 7E = tpJ(p,roz) = 24.86, where ro is the initial droplet radius. In Fig. 1, the 
largest velocity ratio is U,/UN, = 0.036, while in Fig.2 the largest velocity ratio is UJU, = 0.086. 

Figures 3 and 4 show comparisons of droplet temperature profiles at T~ = 24.86 for octane and methanol 
droplets initially 2 mm in diameter. In each figure, the top half shows droplet isotherms when surface- 
tension gradients are accounted for (case l), while the bottom half shows droplet isotherms when 
surface-tension gradients are neglected (case 2). The maximum and minimum temperatures for the 
isotherms drawn are listed in the figures. For each plot, the temperature difference between each 
isotherm is the same, though isotherm temperature differences vary between plots. For both fuels. 
thennocapillary forces significantly affect temperature fields. 

Figures 5 and 6 show surface temperature profiles for octane droplets initially 2mm and 100 pm in 
diameter, respectively, at 7E = 24.86. Cases 1 and 2 correspond to vaporization with and without 
surface-tension gradients, respectively. In these figures, it is evident that allowing for thermocapillary 
effects significantly reduces surface temperature variations, especially for larger droplets. In essence, 
thermocapillary forces act to smooth out temperature gradients by inducing convective flows. Even 
though surface temperature variations are signiticantly reduced by thennocapillary effects, the associated 
thermocapillary flows are still very important. For example, Figs. 7 and 8 show the droplet surface 
velocity profiles (cases 1 and 2 axe as defmed above) for the same times listed for Figs. 5 and 6. Again, 
it is evident that thermocapillary effects significantly affect the velocity profiles. What is especially 
notable, though, is the prediction that surface-tension gradients tend to decrease droplet surface 
velocities. The reason for this can be infemd from Figs. 5 and 6. where it can be Seen that, at the time 
shown, the octane droplets are coolest near the stagnation point (angular position of zero). 
Thennocapillary effects thus strongly oppose gas-phase shear stresses. As a result, surface-tension 
gradients significantly inhibit droplet internal convection (see also Ags. 3 and 4). 

Figure 9 (which is to be interpreted in the same way as Figs 1 and 2) shows transient surface velocity 
profiles (the maximum time plotted is rg = 23.52). while Fig. 10 gives surface. velocity profiles at 7E = 
23.52 for nonvaporizing 2 mm octane droplets subjected to heating in a 400 K environment. These 
calculations were done for an initial Re of 0.1 (the droplet velocity was allowed to decay from drag). 
Surface-tension gradients were allowed for the results given in Fig. 9. In Fig. 10. results are presented 
both including and negIecting thennocapillary effects (cases 1 and 2. respectively). A striking feature of 
Fig. 9 is the oscillatory nature of the velocity profiles. The maximum velocity ratio in Fig. 9 is UJV, = 
0.126. In Fig. 10, it is evident that thermocapillary forces significantly affect velocity profiles; even at 
this low Re, small surface temperature variations produce appreciable effects. 
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SUMMARY AND CONCLUSIONS 

The calculations presented here demonstrate that themocapillary effects may signifcantly influence 
droplet vaporization, especially during the early periods of a droplet's lifetime. Further work is required 
to more clearly quantify the effects of capillary forces (from temperature and/or composition variations 
along a droplet's surface) on droplet gasification phenomena 
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Figure 1. Surface velocity history for 
a vaporizing octane droplet without 
thennocapillary effects. 

Figure 2. Surface velocity history for 
a vaporizing m a n e  droplet with 
thennocapillary effects. 
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Figure 3. Interior temperature profiles of a 
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surface tension gradients. 
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Figure 4. Interior temperaNre profiles Of a 
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Figure 7. Comparison of surface velocity 
profiles of a vaporizing octane droplet. 
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Figure 8. Comparison of surface velocity 
profiles of a vaporizing small octane 
droplet. 
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Figure 9. Surface velocity history of a 
nonvaporizing octane droplet at low 
Reynolds number with surface tension 
gradients. 

Figure 10. Comparison of surface velocity 
of an octane droplet at low Reynolds 
number. 
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Introduction 
\ 

Molten Carbonate Fuel Cells (MCFC) power plants are expected to have high 
generation efficiency and to be favorable for environmental protection. In Japan, recently, 
many electric utilities are interested in this technology. 

R&D on MCFC technology in Japan has been started under the Moonlight Project of 

Industry. Currently, the R&D is concerned not only with MCFC stack technology but also 
with balance of plant (BOP) technology for a 1MW pilot plant. Moreover, other national 
or private research programs concerned with the MCFC are in progress. 

CRIEPI has participated in the Moonlight Project as a representative of all Japanese 
electric utilities, and has been in charge of the total system study and stack operating 
study from the beginning. In addition, CRIEPI has been conducting collaborative projects 
with several companies, to support the Moonlight Project and to accelerate the 

number of cells and stacks have been constructed and operated, and their performance has 
been constantly improved. Some issues remain to be solved, especially, life and energy 
density improvement to reduce cost. It is necessary to accumulate basic operational data 
systematically and to understand long-term performance. Recently, research has focused 
on these data. 

In this paper, the status of R&D on MCFC in Japan is introduced, and selected results 
achieved in CRIEPI projects are described. Moreover, CRIEPI's hture plans for R&D are 
is also introduced. 

\ the Agency of Industrial Science and Technology, Ministry of International Trade and 

\ 

>\ 

\ introduction of MCFC technology into Japanese electric utilities. In these projects, a 

i 

Status of R&D on MCFC technology in Japan 

Moonlipht Droiect(1) 
R&D in Japan is mainly conducted under the Moonlight project. The target of this 

project is the development of a 1 h W  external reforming MCFC pilot plant. Fig. 1 and 
Fig.2 show the organization for MCFC development under the Moonlight Project and the 
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R&D schedule, respectively. As for the fuel cell stacking technology, two types of IOOkW 
external reforming stacks and a 30 kW direct internal reforming stack are being 
developed. All of stacks are to be operated by September 1993 for intermediate 
evaluation. 

Furthermore, as for BOP technology, two types of fuel reformers, a high temperature 
gas recycle blower, a turbine compressor, a heat recovery steam generator and total plant 
control methods are being developed by the MCFC Research Association. All of their 
equipment is to be demonstrated by September 1993, as are the MCFC stacks.c2) 

Moreover, stack operation technology to optimize its operation conditions is being 
developed and a total system study to clarify the image of hture MCFC power plants and 
support technology ,i.e. material development, gas clean-up technology for coal gasified 
gas and so on, are being undertaken with a view of the future. 

Joint research Droeram of Kansai Electric Power Companv and Mitsubishi Electric Co. 
Kansai Electric Power Company is the second-largest electric power company in 

Japan. It has been conducting development on Indirect Internal Reforming (IIR) MCFC 
stacks under ajoint research project with Mitsubushi Electric Company since 1988. In this 
project a IOOkW stack has been operated for 2,308 hours during 1992.(3) Recently, the 
next phase in this joint research program has been addressed. This concerns the 
development of modified IIR stacks technology and the simple system technology. 

Review of the R&D in CRIEPI 

CREPI has been conducting R&D on MCFC technology since 1980 as one of the 
future key technologies for electric power utilities and has also been participating in the 
Moonlight Project since 1981 .(4) Thus far, a number of cells and stacks have been operated 
under a collaborative research agreement with various Japanese developers such as 
Hitachi, Ltd., Ishikawajima-Harima Heavy Industries Co.,Ltd.(IHI), Mitsubishi Electric 
Corp ,Fuji Electric Co., Ltd. and Toshiba Corp., to support the Moonlight project and to 
accelerate the introduction into Japanese electric utilities. Table 1 shows the history of the 
R&D objectives in CRIEPI. 

Stack operation technology 
It is necessary to realize high performance and reliability of the stack itself in actual 

operation. To obtain high performance, pressurized operation and high utilization are 
desirable. To ensure high reliability in large-scale stack operation, uniform gas flow and 
uniform temperature distribution are required. Therefore, it is important to develop the 
operation technology as well as the stack design technology. 

CRIEPI has installed a lOkW class test facility with several gas recycling loops in 
1988, to test the operation technology of large-scale stacks.(') Using the facility, a 6kW 
and a lOkW class stacks have already been operated under collaborative research 
agreements with IHI. In the operation of the 6kW class stack, it was confirmed that their 
gas recycling techniques are suitable for MCFC stack operation.@) The lOkW class stack 
has been operated for about 4000 hours under pressurized and high fuel utilization 
conditions in 1991, by means of anode and cathode gas recycling techniques.(7) (Fig.3) 
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CRIEPI is also in charge of the stack operation study in the Moonlight project. Based 
on the above operation results, a lOOkW test facility was designed and constructed in 
1993 ,and one of the two lOOkW stacks developed in the project is now being operated in 
this facility. 

Cell and stack evaluation technology 
To evaluate and improve the MCFC technology, it is important to accumulate and 

evaluate operation data under conditions close to actual use. CRIEPI has conducted 
several operation tests with bench-scale cells and stacks, and a large number of data have 
been accumulated and analyzed. From these data it was concluded that pressurized 
operation is suitable to achieve higher performance, because it reduces cathode reaction 
resistance.@.9) (Fig.4) 

electrolyte matrix. Deposition of the dessolved nickel in the matrix may lead to failure of 
the cell, caused by internal short circuit. To understand this phenomenon, experiments on 
nickel dissolution under more severe conditions were carried out under a collaborative 
research agreement with Mitsubishi Electric Co.. The effects of the partial pressure of 
carbon dioxide in cathode gas and of the thickness of electrolyte tile on nickel dissolution 
and shorting have been clarified with bench-scale cells.(10) (Fig.5) 

Svstem analysis technology 
It is necessary to clarify the MCFC plant image and its performance preliminary to 

introducing it into electric utilities. Several kinds of MCFC power plants, i.e. LNG fueled, 
coal-gas fueled and co-generation plants, have been designed conceptually thus far, under 
in-house research and as part of the Moonlight Project.(") 

From these study it has been concluded that, in order to satisfy the requirements of 
electric power utilities, external reforming MCFC plants must be pressurized and the 
MCFC stacks must high energy density. 

Pressurized operation, however, accelerates nickel cathode dessolution into the 

R&D Strategy of CRIEPI 

From the results presented here, it is clearly important to improve the life time and 
energy density of MCFC stacks. To solve these issues, continued long-term and high 
energy density operation data will be accumulated systematically under collaborative 
research agreements with Hitachi, IHI and Mitsubishi Co., respectively. In addition, to 
obtain long-term performance experience, several experiments with bench-scale cells will 
be carried out by CRIEPI working with electric utilities. 

To optimize cathode operation, which is a key to longer MCFC life and high energy 
density, more basic studies, clarifying the reaction mechanism under high pressure 
operation and studying the interfacial phenomena between electrode materials and 
electrolyte, are needed. Research on these topics has been started in collaboration with 
Tohoku University, Japan and Illinois Institute of Technology, Chicago, U.S., 
respectiveIy.(l*) 
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Table 1. Trend of R&D Items in CRIEPI 

Year R&D Items 

I 

1980 to 1984 : 

1984 to  1989 : 

Evaluation of single small cell performance 

R&D on cell and stack evaluation technology 
.Evduation of single cells and stacks up to IkW class 
.Development of operation technology on large-scale stacks 

1989 to  1992 : R&D on cell and stack evaluation technology 
.Improvement of stack performance up to  lOkW class 
.Evaluation on pressurized condition 

R&D on MCFC plant technology 
.Establishment of gas recycling technology 
.Conceptual design of MCFC power plant 

\ 

\ 

Table 2. R&D Schedule of CRIEPI 

*Development of higher energy density stacks 
Two lOkW class stacks will be operated by 1995 
under higher current density ( over 200mA/cm2). 

.Evaluation of the relationship between operation conditions and cell life. 
' Several bench-scale cells will be evaluated by together with electric utilities. 

-Optimization of cathode electrode for higher energy density and long-life cells. 
Basic data for the optimization will be accumulated by together with Tohoku 
University and IIT. 
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ABSTRACT 

M-C Power Corporation is actively engaged in th: commercialization of molten carbonate 
Fuel Cell Technology based on the IMHEX stack configuration conceived by the 
Institute of Gas Technology (IGT). The active cell area has been successfully scaled up 
from 1 ft2 of subscale stack to 1 m2 of full-area commercial stack. Two 20 kW full-area 
stack tests have been completed. Both stacks operated successfully for about 2000 hours. 
Both stacks demonstrated the capability of producing maximum power exceeding the 
design capacity of 20 kW. Pressure drop characteristics were also within the range for 
designing larger commercial stacks. Both stacks demonstrated many of the operational 
modes expected for commercial applications. This paper presents the performance 
analysis of the data generated from these two full-area stack tests. 

PiTRODUCTION Since its inception in 1987, M-C Power has successfully demonstrated 
that the internally manifolded heat exchanger concept (IMHEX 3 developed by IGT is 
a commercially viable molten carbonate fuel cell technology for power generation. In 
April-June of 1991, M-C Power successfully built and operated a 70-cell stack with active 
area of 1 ft2 for 1580 hours of power generation. Since then, M-C Power has 
successfully built and operated two full-area-commercial-size fuel cell stacks with active 
area of 1 m2. The first full-area stack with 19 cells was tested in April-July of 1992 for 
a duration of 2200 hours. The second full-area stack with 20 cells was tested in 
November 1992-January 1993 for a duration of 1900 hours. The following sections 
discuss the results obtained from these two full-area stack tests. 

FIRST FULL-AREASTACK Two types of gases were used in testing the first full-area 
stack. One type is referred to as "reference" gases which has been used at IGT for years 
as standard gases for evaluating the cell performance. At  the anode, the "reference" gas 
is a 3:l H,:CO, gas mixture by volume, humidified to about 20% of water. After this 
gas mixture reacts through the water shift reaction in the anodic chamber, it is similar 
to the product of a naphtha reformer. At the cathode, the "reference" gas is a 70:30 
AirCO, gas mixture by volume. 

The other type of gases, used for a short duration during the test, is referred to as 
"system" gases. At the anode, it is a 4:l H,:CO,.gas mixture by volume, humidified tu 
about 25% water. After this gas mixture shifts in the anodic chamber, it is similar to 
a product of natural gas reformer. At the cathode, the "system" gas is a mixture 
containing about 7-10% 0,, 8-10% CO,, and balanced by N,. This "system'lgas simulates 
the concentrations of 0, and CO, that would be expected in the cathodic chamber during 
operation of a total molten carbonate fuel cell system with cathode gas recycled for ' 

controlling the stack temperature. 
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This stack demonstrated uniform cell voltages while maintaining an average stack 
temperature of 650 "C as shown in Figure 1. A uniform profile was obtained at OCV 
condition and at high current density of 150 mA/cm ', indicating that good gas flow 
distribution was achieved. Shown in Figure 2 is the history of power generation during 
the test. The stack was capable of producing steady-state power for both the "reference" 
and "system"gases at about 18 and 13 kW, respectively. For a brief period, the stack 
was operated at power output exceeding the 20 kW design capacity. The fuel utilization 
during this test was between 60 to 75%. 

i 
For commercial power generation, sometimes it may be necessary to stop the hot stack 
from producing power and cool it down to room temperature for maintenance operations 
and then re-start the stack for power generation. This procedure is commonly referred 
to as thermal cycling. During this test, after about 1300 test hours, the stack was cooled 
from 650 "Coperating temperature and then successfully re-started to generate power at 
operating temperature. The duration of this thermal cycle (TC #1) was about 470 hours 

n\ with about 180 hours at room temperature. After about another 150 hours of operation, 
the stack went through another thermal cycle (TC #2). This time the stack was only 
cooled down to 300 "C to allow a faster re-start. The duration for this thermal cycle was 
about 100 hours. 

\ To see if thermal cycling would affect stack performance, a polarization run was made 
shortly after TC #1, at about 1850 hours. This polarization run was compared to the 
polarization run made around 500 test hours. As shown in Figure 3, there was no 
significant degradation in stack performance after TC #l. The history of stack 
performance of this first-full area stack is also summarized in Figure 4. As indicated by 
OCV, load, polarization loss, and internal resistance loss data, this stack appeared to 
have operated without significant loss of performance for the entire 2200 hours of testing. 

SECOND FULGAREA STACK TEST For this second full-area stack, the test was also 
conducted with "reference" and "system" gases. The definitions for these gases as used 
in the second full-area stack test are the same as those used in the first full-area stack 
test, except that in the second stack test, the composition of the anode "reference" gas 
was now defined to have the same composition as the anode "system" gas, a 4:l H,:CO, 
mixture, humidified to about 25% of H,O. 

The history of power generation for this stack test is shown in Figure 5. The stack 
produced maximum power of 23 kW on "reference" gases and 21 kW on "system"gases. 
During this test, another commercial mode of operation was simulated. This mode is 
referred to as "hot standby". During the "hot standby" period, the feed gases were 
switched from "system" gases to "inactive" gases to protect the stack while the stack was 
maintained at operating temperature in open circuit condition for about 140 hours. The 
stack quickly produced power as soon as the "system" gases were re-introduced. 

The performance characteristics for the second full-area stack can be Seen from a 
polarization run as shown in Figure 6. At high current density of 160 mA/cm ', the 
average cell voltage was at 687 mV. This is equivalent to producing 23 kW power which 
e x d s  the 20 kW design capacity for this stack. 

\ 
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FlRST AND SECOND FULGAREASTACKS COMPARISONS Shown in Figure 7 is the 
comparison of polarization run data obtained from the first and the second full-area stack 
tests. Both polarization runs were obtained at the average stack temperature of 650 "C 
and using "reference" gases. As indicated earlier, the anode "reference" gas mixture used 
in the first stack was a 3:l H,:CO, mixture and in the second stack was a 4:l H,:CO, 
gas mixture. Calculations show that due to the difference in composition, the OCV for 
the second stack should be higher than the OCV of the first stack by about only 12 
mV. As shown in Figure 7, the polarization curve for the second stack is higher the 
polarization curve of the first stack by about 7 to 10 mv. The corresponding power 
curves also show no significant difference between these two stacks. Thus, we can 
conclude that the performance characteristics of the full-area stack has been successfully 
duplicated using the manufacturing technology developed at M-C Power Corporation. 

M-C Power is now designing and manufacturing active components needed for a 
commercial 250 kW stack to be demonstrated at a UNOCAL facility. One of the many 
factors need to be considered in design is the pressure drop characteristics for cathodic 
chamber. An empirical pressure drop correlation shown in Figure 8 was developed 
based on the pressure drop and flow data obtained from these two full-area stack tests. 
The data show that the pressure drop correlation gives good prediction. In other words, 
the pressure drop characteristics for both stackd are the same. Additionally, pressure 
drop predictions based on cold-flow model also agree well with the empirical pressure 
drop correlation. This empirical correlation also shows that at the anticipated cathode 
flow rates for the 250 kW stack operation, the expected pressure drops are well within 
the design constraint for the wet seal. 

CONCLUSIONS The test results from these two full-area stacks have shown that using 
the manufacturing technology developed at M-C Power Corporation, the IMHEX 
configuration developed by IGT can be successfully implemented for commercial size 
stacks. During the test duration, both stacks were operated successfully and simulated 
"thermal cycling" and "hot standby" modes expected in commercial power generation. 
Within the experimental accuracy, the stack performance and cathode pressure drop 
characteristics have been successfully duplicated. 
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ABSTRACT 

First-generation molten carbonate fuel cell electrodes and matrices have successfully been 
manufactured in the sizes and quantities required for commercial production. To meet 
the endurance and cost goals required for commercializing MCFC technology, a change 
in the active area materials may be required. Several advanced components, including 
stabilized cathodes and strengthened anodes, have been tested in bench scale cells with 
improved strength, endurance, and/or performance. This paper will discuss the status of 
advanced MCFC component development and the work remaining before they are 
selected for development for full-area manufacturing. 

INTRODUCTION M-C Power Corporation (MCP) was formed in 1987 to commercialize 
Molten Carbonate Fuel Cell (MCFC) stacks based on the cell technology and internally 
manifolded stack concept developed by the Institute of Gas Technology (IGT). Since 
then, MCP has successfully built and operated two full-area subscale (20 kw) stacks with 
a third starting in May 1993. 

MCP is currently manufacturing the active area components for the first internally 
manifolded commercial MCFC stack (250 kw) using first-generation active area 
components. Concurrent with the efforts to scale up the manufacturing processes has 
been an ongoing effort at MCP and IGT to test advanced component technologies to 
enable MCP to meet its future cost and performance goals. The following sections 
discuss some of the component technologies which are being developed by MCP and 
IGT for future commercialization at MCP. 

SELECTION CRITERION FOR COMMERCIALIZATION IGT has been testing several 
advanced component technologies designed to lower the cost of the fuel cell stacks and 
increase their endurance and performance. After successfully fabricating 100-cmZ size 
samples, components are evaluated in bench scale cells to monitor their performance 
under varying operational parameters. Out-of-cell testing is also utilized to demonstrate 
the improvements in performance and endurance. From these tests, target 
microstructures are determined for optimal cell performance and endurance. 

The technologies that are currently being developed for full-area testing are showing 
progress toward meeting the performance goals (Figure 1) and the additional criterion 
involving the cost and ease of fabrication. The advanced components currently being 
developed for full-area manufacturing at MCP are the stabilized cathode and the low Cr 
anode. 
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STABILIZED CATHODE The stabilized cathode was developed to inhibit the NiO 
dissolution which could result in cell shorting at the target operational times and 
pressures. Lowering of the NiO dissolution of stabilized cathodes was demonstrated at 
the 100-cm2 cell size with acceptable performance (Figure 2). The dissolution behavior 
and cell performance of the stabilized cathode at elevated pressures will be further 
defined in the pressurized 100-cm2 test stands at MCP and IGT. This testing will further 
pinpoint the target microstructure, composition, and porosimetry for optimal performance. 

Process development at MCP and IGT focuses on three areas: raw materials 
development, tape casting specification, and heat treating parameter specification. The 
raw materials for manufacturing the components for 100-cm2 testing had been batch 
manufactured at IGT. The batch process has been modified for continuous 
manufacturing for production of commercial quantities of the stabilized cathode materials. 
Tape casting has been successful using techniques developed for the first generation of 
components. Scale up of the heat treating procedures has been successful at the 0.1 
m2 level with final scale up to 1 m2 occurring when modifications to MCP's existing 
equipment is complete. 

LOW Cr ANODE The low Cr anode was developed to enable us to retain the creep 
strength and cell performance of the baseline anodes, with half the Cr content of the first 
generation Ni-Cr anodes. Raw materials manufacturing development and development 
of the tape casting and heat treating procedures resulted in anodes with a uniform 
distribution of Cr. Creep behavior and cell performance were characterized and 
compared to baseline at the 100-cmZ level. Components of 0.1 mz area have been tape 
cast and sintered using the production equipment at MCP. 

The target microstructures were obtained, verifying the capability of the process to meet 
the specification developed from bench top testing. Raw materials have been produced 
in lot sizes sufficient for 20 kW stack production, and scale up of the manufacturing 
procedures for production of full-area low Cr anodes is ongoing at MCP. 

CONCLUSION MCP has selected advanced components to represent the second 
generation of active area components. Commercialization of the raw materials and 
component fabrication procedures should be completed by the beginning of next year. 
A full-area, subscale (20 kW) stack is planned to verify performance improvements and 
identify further work toward commercial stack production using these components. 
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INTRODUCTION 

The effon on near-term development and commercialization of the molten carbonate fuel cell (MCFC) is 
focused on its operation at ambient pressure. However, the long-term objective is operation at pressures of 5 to 
10 times ambient. There are a number of benefits to operating the MCFC under pressure. Some. such as smaller 
piping and blower size. affect the system cost, and others, such as increased efficiency and higher power density, 
result from the cell operation itself. A major problem associated with pressurization is the accelerated rate of 
dissolution of the MCFC's nickel-oxide (NO) cathode and the subsequent deposition of nickel near the MCFC's 
nickel anode (1). The dissolution of NiO in the MCFC electrolyte proceeds according to the following reaction, 
which is driven to the left with increasing CO, pressure: NiO + CO, -+ NiZt + CO,". The Ni2' in the electrolyte 
is reduced to nickel metal when it encounten the reducing conditions of the anode environment. The loss of 
nickel oxide from the cathode becomes critical if a short circuit results or if compaction of the cathode occurs. 
A solution to this problem is the development of alternative cathode materials. 

The selection of an alternative to the NiO cathode is based on a number of criteria. These include 
1) chemical stability in the cathode environment, 2) low solubility in the electrolyte. 3) high electronic 
conductivity, 4) an absence of precipitation mechanisms in the anode environment (as either the metal or an oxide), 
and 5)  overpotential for oxygen reduction (from in-cell tests). Studies at Argonne National Laboratoly have 
focused on the development of various ceramic oxides identified as having chemical stability in the cathode 
environment. Three of the more promising candidates are LiFeO,. Li,MnO,. and LiCoO,. This paper presents 
the results of studies of these materials with respect to the criteria listed above. 

' 

STABILITY 

A properly designed stability test for an MCFC cathode reproduces the conditions of the cathode 
environment. These conditions include temperature. cathode gas. and electrolyte composition. Thus, the tests were 
conducted on candidate materials held at a temperature of 650°C in a 100 kPa (1 ann) cathode gas consisting of 
14% 0,-28% C0,-balance N,. The candidate materials were wetted with the electrolyte, 70 mol% Li,CO,- 
30 mol% &CO,, and. to ensure adequate gas access. the amount of electrolyte was controlled so that the materials 
were Mt flooded. 

Various oxides of iron, manganese. and cobalt were tested under the above conditions. Because the phase 
rule indicates that each cation has only one stable compound. the test results were expected to be independent of 
the precursor oxide. Thus. FQO,. FeO, and FQO, a l l  produced LiFeO,; MnO and W O ,  produced Li$vtn03: 
and COO and C%O, produced LiCoO,. These tests show that, under cathode conditions, the stable prOaucrs are 
LiFeO,. Li,MnO,, and LiCoO,. 

SOLUBILITY 

The solubilities of LiFeO,. LiWO,,  and NiO in Li,C~-K$O, melts sparged with cathode gas were 
determined by Kaun er al. (2.3). Their studies (see Fig. 1) showed that, at 650°C. iron and manganese had lower 
solubilities than nickel. Therefore. both the LiFeO, and Li@nO, cathode materials showed promise because they 
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met two of the necessary criteria (chemical stability and low solubility). 

The solubility of LiCoO, was measured under similar gas and electrolyte conditions at 650°C. Chemical 
analyses of electrolyte samples, taken periodically for times up to 300 h. showed about 0.5 wppm cobalt. a value 
also measured for a blank electrolyte sample containing no LiCoO,. Low cobalt solubility was also reported by 
Plomp et al. (4). who state that LiCoO, has a dissolution rate which is almost an order of magnitude lower than 
that of NiO at ambient pressure. The data from these solubility studies suggests that LiCoO, warrants funher 
study as a cathode. 

. 

As indicated above. one of the selection criteria is that a potential cathode material should not form either 
a metal precipitate or an oxide precipitate at the anode (reducing) side of an operating cell. The candidate 
materials LieO,. Li,MnO,. and LiCoO, were assessed for their tendency to migrate toward the anode during cell 
operation (see "Cell Testing" section for a description of cell construction). Cells with LiFeO, and L i m o ,  
cathodes were operated only under open-circuit conditions. because the cathodes were not optimized for 
conductivity or electrode structure. The cells were operated for 2000 h and were quenched when the test was 
terminated so that any soluble cathode cations would remain in the electrolyte. The quenched electrolyte was 
analyzed by scanning electron micmscopy/energy dispersive x-ray spectrometry (SFWEDXI and by wet-chemical 
methods. Table 1 summarizes the results of the wet-chemical assays of electrolytes from the cells containing 
LiFeO, and Li,MnO, cathodes and from a cell having a NiO cathode that was operated in a similar manner. The 
data showed that the concentrations of Fe and Mn from the cells with LiFeO, and Li2Mn03 cathodes were within 
the background scatter of the other cells. No evidence was found of either Fe- or Mn-containing deposits in the 
SEMEDX measurements. These results, when taken with the above stability tests, showed that both LiFeO, and 
Li,MnO, met three of the five criteria for an alternative cathode (chemical stability, low solubility. and a lack of 
migration). 

Two LiCoO, cathodes were also tested in cells. These cells were operated under load; one for about 
600 h. and the other for about 800 h. The components from the 600-h cell were examined by optical microscopy 
and SEM/EDX. The examinations revealed a small number of metallic deposits in the electrolyte tile near the 
anode and large crystalline deposits in the openings of the perforated sheet thaf serves as the cathode current 
collector. The SEh4EDX results showed that both deposits contained cobalt. The location of the deposits ma 

The components from the 8 W h  cell are still under examination. However, preliminaty S M D X  results showed 
a significant concentration of cobalt at the cathode/electmlyte-tile interface that extended about 200 p into the 
1.3-mm-thick tile. The cobalt concentration decreased through the next 300 p until a background value was 
reached. Because the cobalt concentration has not. as yet. been quantitatively determined, it is not certain if its 
transport represents a life-limiting situation. Researchers at the Netherlands Energy Research Foundation (5) 
reported linding cobalt in the nickel anode. If the cobalt deposition rate is low, and if al l  cobalt deposits are 
located in the anode. then LiCoO, would still be a promising cathode. 

be a reflection of the operating conditions, which varied fmm open circuit to a current density of 160 mA/cm I . 

CONDUCTIVITY 

The conductivity of a material is important in determining its usefulness as an MCFC cathode, since the 
material must be capable of delivering electrons to reaction sites where CO: is formed from 0, and CO,. The 
precise requirement for the conductivity of an alternative cathode material is unknown; however, an initial target 
was set at 0.1 ohmhn- '  at 650°C. This is about a factor of 10 lower than that of the NiO cathode. Our 
calculations (6) using an existing model (7) indicated that a thinner electrode of less conductive materials would 
give a performance equivalent to the NiO cathode. 

Conductivity measurements as a function of temperature were employed to determine the electrical 
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properties of the candidate cathode materials. The measurements were made on sintered disks (about 2.5-an dia 
x 0.2-cm thick) of LiFeO,. Li,Mn03. and LiCoO, using the van der Pauw method (8): The conductivity of 
LiFeO,, Li,MnO,. and LiCoO, in cathode gas (14% 0,-28% C0,-balance Nd is shown in Fig. 2 as a function 
of temperature. The data showed that the conductivit at 650°C (the typical MCFC operating temperature) was 
about 0.003 ohnr'cm''. 0.0014 ohm-'cm-'. and 1 ohm- cm ' for LiFeO,. Li,Mn03, and LiCoO,, respectively. The 
values for LiFeO, and LizMn03 were too low for cathode use. However, their response to temperature is typical 
of a semiconductor. The electrical conductivity of a semiconductor depends on its charge-canier concentration 
and carrier mobility and can be increased by dopants that increase the number and/or mobility of charge caniers. 

Y .  

Doping of LiFeO,. Because the conductivity of LiFeO, was about a factor of 30 lower than the target 
value of 0.1 ohm"cm". dopants were incorporated to improve its conductivity. The dopants Mn. Co, and Cu were 
successfidly incorporated into the LiFeO, lattice. Manganese-doped LiFeO, was studied more extensively than 
the others. Manganese was added to the LiFeO, lattice until the incorporation l i i i t  was reached. This occurred 
when the mole ratio of manganese to iron was about 1:7. The result of these additions was that the conductivity 
at 650°C was increased from 0.003 ohm-'cm-' to about 0.04 ohm-'cm-'. The correlation between dopant 
concentration and conductivity (Fig. 3) and between dopant concentration and lanice parameter Fig. 4) indicated 
that the dopant was fully incorporated and homogeneously distributed in the parent material. 

Cobalt-doped LiFeO, was studied at dopant concentrations ranging from 5 to 14 mol%. The conductivity 
at 650°C as a function of dopant concentration is shown in Fig. 5. The data show good correlation between 
dopant concentration and conductivity with the maximum conductivity being 0.1 ohm-lcm-' when the mole ratio 
of cobalt to iron is about 1 %  

Copper-doped LiFeO, was studied at two concentrations, 10 and 20 mol% Cu. At a dopant concentration 
of 10 mol% Cu. the conductivity at 650°C was about 0.08 ohdcm-' .  At 20 mol% Cu. the conductivity was 
similar to that of the material with 10 mol% Cu. but a second phase consisting of CuO was present. This shows 
thar the incorporation limit was exceeded at the higher concentration of CuO. 

The conclusions to be reached from the above studies are that the charge-carrier concentration is 
proportional to the dopant concentration, the conductivity of LiFeO, can be enhanced with the use of dopants. 
and the target value of 0.1 ohm-'-cm-' can be achieved with doped LiFeO,. Of the three dopants initially studied, 
only cobalt and copper were evaluated funher. 

Doping of Li,MnO,. As noted above. the conductivity of undoped Li2Mn03 (about 0.0014 ohm-'cm-') 
is too low for cathode use. As with LiFeO,, doping was employed to increase the conductivity. Six dopants (Mg, 
Ca, Zn. Al. Nb. and W) were initially selected, but only Mg, Zn, and Nb showed promise. The conductivities at 
650°C of Li,Mn03 with several concentrations of these three dopants are given in Table 2. The highest 
concentration shown in Table 2 for each dopant is its limit of incorporation. The conductivity, even thou 
increased by a factor of nearly sixty by niobium (0.0014 ohm-lcm-' when undoped vs 0.08 ohm-'cm' for Nb 
doped). was still below the target value. However, these doping studies demonstrated that the charge-canier 
concentration could be increased through incorporation of a dopant in the crystal lanice of the parent material. 
Despite their low conductivities. both the Nb- and Mg-doped Li$¶n03 were evaluated further to determine their 
conduction mechanisms. 

P it was 

Seebeck Coefficients. The Seebeck coefficient @ V K )  is the potential difference generated by applying 
a temperature gradient to a conductive material. The sign of the Seebeck coefficient is the same as the sign of 
the dominant charge carrier. Thus, when the coefficient is negative, elecvons are the dominant charge caniers. 
and, when it is positive, holes are the dominant charge caniers. A measurement of the Seebeck coefficient, 
therefore, provides information concerning the conduction mechanism of the material. A ptype conductor. where 
hole conduction dominates, is desired for a cathode material. 
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Seebeckcoefficient measurements were made on LiFeO, doped with Coz+ and Cuz+, on L i W O ,  doped 
with Nd+ and M P, and on undoped LiCoO,. The measurements were made over a range of temperatures and 
employed a cover gas of 14% 0,-28% C02-balance N,. Figure 6 shows the results of these measurements for 
the temperature range of 600 to 800OC. The Seebeck coefficients for the Nb- and Mg-doped Li,Mn03 were 
negative, indicating that both are n-type semiconductors. where electmns are the dominant charge caniers. These 
data suggested that Nb" substituted on Mn4+ sites and that Me substituted on Li+ sites. In both cases, the 
conduction mechanism was electron hopping between the parent cation Mn4' and Mn3'. The Seebeck results 
combined with the conductivity results suggested that Nb- and Mgdoped Li&nO, were not good candidates for 
the MCFC cathode. because ptype conduction is desired. 

I 

The Seebeck coefficient for the Co-doped LiFeO, was positive and nearly constant throughout the 
temperature. range studied. The positive coefficient indicated that the material was a ptype conductor; the small 
slope indicated little or no concentration of electrons as charge caniers. The Cu-doped LiFeO, changed from a 
ptyp to an n-lype conductor at about 675°C. a tempersture within the typical operating temperature range Of an 
MCFC. Therefore. of the doped materials assessed, only the Codoped LiFeO, material appeared to be a good 
candidate for testing as a cathode. 

I 

The Seebeck data for undoped LiCoO, showed that th is  material was also a p-type conductor (its 
coefficients were positive). The good conductivity and the positive Seebeck coefficient of undoped LiCoO, 
suggested that the material was nonstoichiometric with respect to lithium and/or oxygen. Excess lithium 
(substituted on a cobalt site) or interstitial oxygen would give the observed characteristics. This material continues 
to be a good candidate for an alternative cathode. 

'11 

CELL TESTING 

Both full and half cells were used to test the cathodes. The 25-cmZ full cells contained the candidate 
cathode, a nickel-chrome anode, and an electrolyte tile containing 50 vol% electrolyte (70 mol% Li,Cq- 
30 mol% KzC03) and 50 vol% LiAl0,. The cathode-gas composition was generally varied to determine the 
effects of O2 and CO, pressures on cathode performance. The anode gas was 80 mol% Hz-20 mol% CO,. The 
2.5-cmz half cells contained the candidate cathode. again with a range of cathode gases, a gold reference electrode 
biuhed in the same cathode gas. and a Type 316 stainless-steel counter electrode employing carbon dioxide gas 
as the reductant (CO, + 2e- - CO + Oz-). The cells wen? typically operated at 650°C. 

c ,  

I 

Half-Cell Tests of Co-doped LiFeO,. The effect of cathode-gas composition on the performance of a 
Codoped LiFeO, cathode was measured over a range of oxygen partial pressures (5 to 70 kPa) at a fixed carbon 
dioxide partial pressure (30 P a ) .  The results are shown in Fig. 7. The data at 160 mA/cmZ show a dramatic 
increase in performance (decrease in overpotential) with increasing 0, partial pressure (i.e., about 300 mV on 
increasing the 0, partial pressure from 5 to 70 Pa ) .  The best performance was still about 75 mV poorer than 
that of NiO, however, under operation at ten times ambient pressure, the 0, panial pressure is expected to be 
higher than 70 kFa The performance of the cathode was also examined over a range of carbon dioxide partial 
pressures (5 to 60 P a )  at a fixed oxygen partial pressure (15 P a ) .  The results are shown in Fig. 8. The data 
at 160 W c m Z  showed an unexpected trend; the best performance occurred at the lowest partial pressure of CO,. 

Both the 0, and C02 partial pressures affected the performance of the Co-doped LiFeO, cathode, and the 
greatest changes were seen at current densities greater than 100 mA/cmz. Based on these results, an alternative 
cathode-gas mixture was formulated to take advantage of the gas-composition effects and attain the best cathode 
performance. The mixture consisted of 20% 0,. 5% CO,. balance N,. This cathode gas yielded good cathode 
performance: the test results are shown in Fig. 9. The performance of a NiO cathode operated in a half ceU is 
shown for comparison. The data show that the alternative cathode gas results in a performance similar to that of 
a cathode gas having an 0, partial pressure of 70 kPa. 
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Full-cell Tests of Co-doped LiFeO, Cobalt-doped LiFeO, cathodes were operated in full cells to 
determine if the altered cathode gas. which gave improved performance in the half-cell test, would have similar 
benefits in full cells. The polarization curves for a cell operated at ambient pressure with a Co-doped LieO, 
cathode and tested with the standard cathode gas (14% 02-28% C0,-balance N d  and with an altered cathode gas 
(80% 02-20% Cod are shown in Fig. 10. "De data show that at a current density of 120 mNm2 the voltage 
of the LiFeO, cathode under altered gas conditions is 300 mV higher than under standard gas conditions. 

Full-cell Tests of LiCoO,. Lithium-cobaltate cathodes were tested in full cells under conditions similar 
to those used with the Co-doped LiFeO, cathodes. The polarization curves for a cell operated at ambient pressure 
and tested with the standard cathode gas and with an altered cathode gas (64% 0,-36% C o d  are shown in Fig. 11. 
The data indicated an increase in performance when the 0, partial pressure was increased from 14 kPa to 64 kpa. 
With altered cathode-gas conditions. the performance was equivalent to that of NiO with the standard cathode gas. 

CONCLUSIONS 

Both LiFeO, and Li,MnO, were stable in the cathode environment, had low solubility, and were non- 
precipitating in the anode environment. Dopants were employed to enhance the electronic conductivity of both 
materials. Cobalt-doped LiFeO, was a factor of 30 more conductive than the undoped LiFeO,; M o p e d  
L i W O ,  was a factor of 60 more conductive than its undoped form. However, only the Codoped LiFeOz 
exhibited the desired ptype conduction. Half, and full-cell tests with Co-doped LiFeOz as the c a h d e  material 
showed that its performance strongly depended on the oxygen partial pressure. Under simulated high-pressure 
conditions. where the O2 partial pressure was 70 Wa. the performance was good. 

The LiCoO, material had low solubility and was a good electronic conductor in the undoped form. In 
addition, it exhibited ptype conduction, and. when used as a cathode material, gave good cell performance. It 
precipitated as cobalt metal under the reducing conditions present in the anode. However, neither the rate of 
deposition nor the conditions influencing the deposition and location of deposits are known at present. 

I 

Further study of the Co-doped LiFeO, cathode under pressurized conditions is needed to determine if the 
Further study of the LiCoO, cathode is also needed to determine if its performance projections are realistic. 

dissolution and deposition in the anode are life limiting. 1 
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Table 1. Electmlyte Analysis for Cathode Cations 
(2000 h Test) 

30 

c3 I Unused Electrolyte 23 4 

Electrolyte from Li@O, 
Cathode Cell 64 19 

Electrolyte from LiFeO, I/ Cathode Cell I 59 I 5 I 10 I1 
Electrolyte from NiO 
Cathode Cell 60 1 162 

Anode Gas: 64 mol% H,-16 mol% C0,-20 mol% H,O. 
Cathode Gas: 27 mol% 0,-53 mol % CO,-20 mol % H,O. 

Table 2. Conductivity of Doped Li,MnO, at 650°C 

Male Frpcdon 
Dopam Dopamlhet o(ohm-'cm-') 

Mg 0.01 0.0067 I ::E I I) 
zn 0.013 0.0068 

0.025 0.01 
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Figure 1. Solubilities of Nickel Oxide and Alternative 
Cathode Materials as a Function of Temperature 
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Figure 2. Conductivities of Alternative Cathode 
Materials (undoped) as a Function of Temperature 
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Figure 3. Conductivity of Mn-doped LiFeO, 
as a Function of Dopant Concentration 
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Figure 4. Lattice Parameter Change of Mn-doped UFeO, 
as a Function of Dopant Concentration 
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Figure 5. Conductivity of Co-doped LiFeO, 
as a Function of Dopant Concentration 
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Figure 6. Seebeck Coefficients of Doped LiFeO, 
and Lj,MnO, and Undoped LiCoO, 
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Figure 7. Polarization Curves for Co-doped UFeO, 
at 650°C as a Function of 0, Partial Pressure 

(CO, = 30% and 0, + N, = 70%) 
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Figure 8. Polarization Curves for Co-doped UFeO, 

(0, = 15% and CO, + k, = 85%) 
at 650°C as a Function of CO Partial Pressure 
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Figure 9. Performance of Co-Doped UFeO Cathode 
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Rgure 10. Polarlratlon Curves from an MCFC wlth a Co-Doped 
UFeO, Cathode In 80% 0,-20% CO, and 14% 0,-28% C0,-58% N, 
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Figure 11. Polarlzatlon Curves from an MCFC with a UCoO Cathode 
In 64% 02-36% CO, and 14% 0,-28% C02-58% N’, 
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NiO CATHODE DISSOLUTION IN THE MCFC: A REVIEW 
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ABSTRACT 

'\ 

The slow dissolution of the NiO cathode and precipitation of nickel particles in 
the electrolyte tile, leading eventually to short circuit, are key phenomena 
limiting the long-term performance of the MCFC. Although much work has 
been devoted to analysis of the nickel dissolutiodshorting phenomenon, there 
are still many aspects which are not sufficiently understood to allow a confident 
prediction of lifetime. In particular, the driving force for displacement of the 
nickel precipitate particles and the mechanism by which they interact, leading 
to short circuit, are far from clear. The experimental data available thus far are 
critically reviewed and information neceSSary for a more complete quantitative 
understanding is identified. 

1. INTRODUCTION. 
The molten carbonate fuel cell WCFC) is an energy producing electrochemical system which 
is expected to become commercial in the near future[l]. However, it remains a challenge to 
achieve the aimed-for lifetime of 40,000 h, especially in pressurized operation with fuel gas 
generated by coal gasification. Among the most important causes of limited lifetime is the 
dissolution of the cathode. In MCFC stacks operated thus far, the cathode material is lithiated 
nickel oxide. This material has good catalytic pmpertjes and a more than adequate electrical 
conductivity. However its solubility in the commonly used Li2C03-K2C03 electrolyte, at 
650"C, though only tens of ppm, causes problems. Dissolved nickel is transported from the 
porous cathode into the electrolyte tile. There it is reduced to metallic nickel, presumably by 
chemical reaction with dissolved hydrogen, and precipitates as particles. Cathode dissolution 
has serious implications for long-term cell performance. This is not so much due to the loss 
of active cathode material, as to the accumulation of metallic nickel in the tile. Especiily in 
large cells, this can eventually lead to a high-ohmic short which causes performance decline. 

The implications of cathode dissolution for long-term performance of the MCFC have been 
r e m g n a ,  early, and much work has been done to circumvent or alleviate the problem. 
Alternative cathode materials have been pursued. However, such materials, which must be 
less soluble than nickel oxide or less easily reduced upon contact with dissolved fuel gas in 
the tile, are few in number and may require a remodeled cell design. On the other hand, 
certain additives which enhance the basicity of the electrolyte have been found to retard 
cathode dissolution, at least initially. Williams and George [2], reviewing the status of this 
issue as of 1991, do not consider it an impediment to commercial stack development, but 
emphasize the need for a better understanding of the phenomenon. The challenge is to 
quantify the factors which delay or accelerate it. The following is a brief summary of the 
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most important experimental findings and interpretations, with the purpose to assemble 
elements for a comprehensive predictive model. 

2. EXPERIMENTAL OBSERVATIONS 
Small metallic nickel inclusions are. found in the electrolyte of MCFC cells after thousands of 
hours. These particles are. initially concentrated in a rather narrow zone, but are. found later 
in a gradually widening band (see Section 6). The information available in the literature 
largely concerns the quantity of nickel deposited in the tile as a function of time. Kishida [IO] 
reviewed MELCO data up to 1990 for hot-pressed and tape-cast matrices (of different 
thickness) in cells operated up to 10,OOO h. He concluded that the nickel precipitation rate is 
is approximately constant, appximately 4 pg/cm2.h. Urushibata [I11 arrived at a similar 
conclusion and value. Other authors [3,4,12], however, conclude that beyond 2000 h the 
dissolution rate decreases. They correlate their data with the square root of time, as illustrated 
in Figs. 1 and 2. It is difficult to resolve this discrepancy because of the large scatter in data 
points, as Fig. 1 illustrates. In addition, long-term data are. relatively scarce. In such tests 
shorting effects may start to occur, caused by accumulation of nickel (see Section 7), which 
of course affect further precipitation. 

3. INITIAL INTERPRETATION 
Since the earliest observations it has been assumed that nickel precipitation is caused by 
reduction of dissolved nickel (e.g., Ni2+ ions) reacting with hydrogen counterdiffusing from 
the anode toward the cathode. This is shown schematically in Fig. 3. If the electrolyte tile is 
without defect and the reduction of dissolved nickel occurs by means of a fast chemical 
reaction, the nickel particles should first accumulate in a sharply defined reaction zone. Based 
on this assumption one can apply known, or  estimated, solubilities and diffusivities in molten 
carbonate to predict the location of the reaction zone. As discussed in the next section, there 
are important uncertainties in both nickel solubility and diffusivity. The calculations show that 
with hydrogen-rich fuel gas and standard oxidant, the reaction zone lies closer to the cathode 
than to the anode, in agreement with experimental observations. However, this "diffusion- 
reaction" model does not explain the timedependent behavior of the precipitation. 

4. SOLUBILITY OF NiO 
Because it is considered a primary controlling parameter, the solubility of NiO in carbonate 
melts of various compositions and temperatures has been determined, for a range of gas 
compositions [2,13]. The generally accepted conclusion from this work is that under CO, 
partial pressures typical for MCFC operation, NiO dissolves according to the equilibrium: 

The saturation solubility of NiO thus depends on the acid-base properties of the molten 
carbonate or carbonate mixture since the first step in this mechanism presumably produces 
NiZ+ and d- ions. This acid mechanism applies in low-d- activity ("acid") melts, while in 
"basic"(high-d- activity) melts the initial step may be association of NiO and d-. The overall 
"basic" dissolution reaction then produces COz according to the equilibrium: 

Therefore, the saturation solubility of nickel oxide shows a minimum, whose location depends 
on the composition and temperature of the carbonate mixture, as illustrated in Fig.4. Recent 
data of Ota et al.[13] indicate a minimum solubility in Li-K carbonate eutectic at 650°C of 

NiO + CO, - Niz+ + C O T  (1) 

NiO + C0:- - NiO2- + CO, (2) 

c I 
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approximately 1 molar ppm, at a partial pressure of 0.01 atm COz; both the minimum 
solubility and the associated COz partial pressure increase with temperature. Fig.4 also shows 
that an increased Li+/K+ ratio lowers NiO solubility under CO, partial pressures typical for 
normal MCFC operation. As Fig. 2 illustrates, small additions of alkaline& carbonates 
have a significant effect on NiO solubility, presumably due to the enhanced basicity of the 
melt. Direct addition of alkaliieearth metal oxides to the cathode appears to decrease the 
NiO solubility even further, but the effect may be temporary. 

5 .  SPECIATION AND TRANSPORT OF DISSOLVED NICKEL 
To understand the accumulation of nickel in the tile, it has generally been assumed that the 
transported species is Niz+, based on the thermodynamic equilibrium discussed in the 
previous section. However, there is actually reason to doubt that the species is as simple as 
that. If the concentration of dissolved nickel at the boundary between cathode and electrolyte 
tile is assumed to equal the saturation solubility of nickel, the resulting flux into the 
electrolyte to the initial precipitation zone would be several times higher than that measured 
experimentally. The calculated flux, however, is based on scarce experimental data for the 
diffusivity of dissolved Ni2+, which may be too high. The occurrence of Ni complexes cannot 
be excluded, or at the very least Ni2+ may be more strongly coordinated with the large C0:- 
ions than with alkali ions. Molecular dynamic calculations have shown that this is likely to 
occur and that it can cause a significantly lower mobility of dissolved nickel [14]. Thus the 
actual flux may be smaller than calculated. In any case, in modeling of cathode dissolution, 
the diffusivity of dissolved nickel should not be treated simply as an a priori fixed parameter. 

A different way to account for the lower-thanexpected nickel flux is to assume a kinetic rate 
limitation of the NiO dissolution in the cathode, so that the nickel concentration in the 
cathode is not equal to the saturation concentration. This assumption was adopted in a 
systematic study by Shores, et al.[8]. They applied a simple transport model combining 
diffusion and convection (due to the net flux of carbonate ions) with slow dissolution kinetics, 
characterized by a forward rate constant. The convective velocity and the rate constant were 
treated as adjustable parameters. There is some justification for assuming a kinetic limitation 
of NiO dissolution, as suggested by dissolution transients in bulk carbonate melt (Fig.5). This 
modeling approach yields a convective velocity of plausible magnitude and a fairly consistent 
set of kinetic parameters. It also predicts fairly well how NiO dissolution depends on applied 
current, as shown in Fig.6. However, the reality of a kinetic limitation is not established . 
without a doubt. 

A different but more probable cause for depressed NiO solubility in the cathode is the high 
degree of basicity expected in the pores of the cathode under load, due to the slow 
recombination kinetics of 0' ions and COz [15]. 

6. PRECIPITATION, PARTICLE MOVEMENT AND SHORTING 
There are ample m n s  to assume that the nickel particles precipitated by reduction of 
dissolved nickel are unstable, and that some of them grow at the expense of others (0shval;d 
ripefig). The overall growth of nickel particles, of course, must cornpond to the flux of 
nickel into the tile, but the latter must also drive the spreading of the precipitation zone. This 
phenomenon, qualitatively similar to that of periodic precipitation (Liesegang rings), presents 
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one of the most difficult to analyze aspects of NiO dissolution and precipitationlshorting. A 
key question concerns the role played by the net flux of C0:- ions in the convection of 
particles. 
The number density and distribution of particles is important intermediate information in 
trying to establish a correlation between the nickel content of the electrolyte and the 
occurrence of shorting. Kunz and Pandolfo [I61 have indicated a way to establish such a 
correlation, however, without considering specific features of the particle distribution. 
important to predict. For improved prediction, a more accurate representation of convection 
would be desirable, and particle distribution must be accounted for. Systematic data (Fig.7) 
are now becoming available which should help to verify such a correlation. 
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ABSTRACT 

Molten carbonate fuel cell (MCFC) modeling has various uses 
and involves different degrees of sophistication. In this paper, 
the various, MCFC cell/stack and network and system models 
available in the public domain are discussed. Parametric and 
phenomenological fuel cell mathematical models are being used to 
simulate individual MCFC cell/stack performance. With the 
initial demonstration of full-area, full-height 250-kW to 2-MW 
MCFC power plants, the spatial configuration of the MCFC stacks 
into networks in the fuel cell power plant takes on new 
importance. MCFC network and power plant system flowsheet 
performance is being modeled using the ASPEN system model. ASPEN 
is a tear and iterate flowsheet simulator in the public domain. 
ASPEN is suitable for MCFC network simulation since it has strong 
systems and property database capabilities. With the emergence 
of larger MCFC power plant system demonstrations, system modeling 
of MCFC power plants is now essential. The DOE routinely uses 
MCFC models in making performance comparisons and in decision- 
making. 

INTRODUCTION 

The United States Department of Energy (DOE), Morgantown 
Energy Technology Center (METC) was one of the first 
organizations to recognize that MCFC systems are promising high- 
efficiency, power generation systems. Natural gas and 
gasification MCFC power plant systems with overall system 
efficiencies from fifty to sixty percent are forecast. Advanced, 
fully integrated gasification MCFC systems could have cycle 
efficiencies as high as 60 percent. The high MCFC efficiency 
makes it attractive for electric utility applications. On-site 
industrial and commercial applications where the waste heat can 
be utilized are also attractive. 
benign and can be sited in environmentally sensitive areas. 

multi-fuel, MCFC power plants. To accomplish this, METC is 
continuing support of power plant development, product 
development testing or demonstration and product improvement. 
With the emergence of larger MCFC power plant system 
demonstrations, system modeling of MCFC power plants is now 
essential. In addition, with the initial demonstration of full- 
area, full-height 250-kW to 2-MW MCFC power plants, the spatial 
configuration of the MCFC stacks in the fuel cell power plant 
takes on new importance. 

MCFC's are environmentally 

DOE is accelerating the private sector commercialization of 
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The developers of the MCFC have with the aid of the DOE been 
provided several models of MCFC performance available in the 
public domain. These models vary in their purpose, degree of 
complexity, and input requirements. Many have been modified to 
meet various developers ends. The DOE routinely uses them in 
making performance comparisons and in decision-making. 

MCFC DESCRIPTION 

MCFC stack designs incorporate either internal or external 
manifolding. Internal and external reforming are being considered 
for both manifolding concepts. All MCFC concepts employ flat cell 
components in the cell package (i.e., anode, matrix to hold 
carbonate, cathode, current collector, and separator plate). 
Operating conditions for MCFC's are projected to be in the ranges 
of 150 to 250 amperes per ft2 at 0.60 to 0.80 volts with 50 to 85 
percent fuel utilization (Williams and George, 1990). 

Figure 1 illustrates the 
structure of an MCFC stack. 
Conductive, bipolar separator 
plates connect individual cells 
in a stack both structurally and 
electrically. Made of stainless 
steel; each bipolar separator 
plate physically separates the 
fuel gas stream of one cell from 
the oxidant gas stream of the 
adjacent cell. One side of each 
separator plate channels a fuel 
stream so that it flows over a 
porous anode, while the flip 
side channels an oxidant stream 
over a porous cathode. Each bipolar separator plate also collects 
current, connecting adjacent cells of a stack electrically in 
series. From the anode, electrons are conducted through the 
bipolar separator plate and into the cathode of the adjacent cell. 
There, they react with the oxidant gas stream and carbonate ions 
are formed. The carbonate ions diffuse through the electrolyte and 
into the anode, where they react with the fuel gas stream, 
releasing electrons into the anode. Electrons are conducted in 
this manner through all the cells, establishing direct current (DC) 
through the stack. An external circuit connects a load between the 
two endplates of the stack, completing the circuit. 

In conventional fuel cell systems, multiple stacks have been 
arranged in parallel with regard to the flow of reactant streams. 
A s  illustrated in Figure 2 ,  the initial oxidant and fuel feeds are 
divided into equal streams which flow in parallel through the fuel 
cell stacks. 

I 
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Networking is ducting 
reactant streams such that they 
are fed and recycled through 
fuel cell stacks in series. 
Figure 2 also illustrates how 
the reactant streams in a fuel 
cell network flow in series from 
stack to stack. 

MCFC CELL/STACK MODELING 

L w e d  Parameter Modeling 

Parametric - type models 
require the least user input 
information, and are used bv 

(a) ParaIIaI Flow 01 Reactant Streams Through Stacb 

(b) SBms Flowol Reaaant Streams Through St& 

some MCFC developers in the 6s and abroad. One such model is 
USRMCO which can be used by itself or as an ASPEN (Advanced System 
for Process Engineering) user model. It was developed by Gilbert 
Commonwealth for modeling externally reforming MCFCs. USRMCO is a 
lumped parameter and also a statistical, least squares or 
perturbation model, i.e., it adjusts a "reference" voltage based on 
deviations in the operating conditions from a set of arbitrary 
"reference" operating conditions. A separate voltage adjustment is 
made for deviations in each of the following variables: current 
density, temperature, pressure, fuel utilization, fuel composition, 
oxidant utilization, oxidant composition, cell lifetime, production 
year, and the presence of internal reforming. The user also may 
specify an additional arbitrary voltage adjustment. The estimated 
cell voltage is equal to the reference voltage plus the calculated ' 

voltage adjustments. After USRMCO determines the cell voltage, it 
computes the cell power and heat loss. 

Given the feed streams, several fuel cell production 
parameters (production year, number of stacks, number of cells per 
stack), and the operating conditions (temperature, pressure, fuel 
utilization, current density or area, and cell lifetime), the model 
computes the outlet compositions, cell voltage, power output, heat 
loss ,  and either the cell area or current density (whichever is not 
input). 

Stauffer and coworkers (1991) give a discussion of the voltage 
adjustment correlations and their sources. Briefly, the 
correlations are simple, piecewise continuous splines that were fit 
to MCFC operating data culled from the literature. All of the 
correlations have the following properties: (1) the voltage 
correction is zero when the operating variable equals the reference 
state, ( 2 )  the greater the deviation of the operating condition 
from the reference state; the greater is the magnitude of the 
voltage correction, ( 3 )  the greater the deviation from the 
reference condition, the less accurate is the calculated voltage 
correction, and ( 4 )  the correlations are piecewise continuous but 
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their derivatives may not be (specifically, the correlations for 
current density, temperature, pressure, and production year have 
discontinuous derivatives). 

Unfortunately, Stauffer and coworkers (1991) do not give 
either a comparison of the correlations with the literature data or 
an estimate of the accuracy of the predictions. 

The model assumptions for USRMCO are as follows: (1) flow 
through the fuel cell is cocurrent, ( 2 )  the anode and cathode are 
isothermal (although not necessarily at the same temperature), (3) 
the water gas shift reaction is in equilibrium at the anode outlet, 
(4) no reforming reactions occur within the fuel cell, ( 5 )  
transport processes are fast in comparison to the rate of the fuel 
cell electrochemical reactions, (6) the "fuel" for which the fuel 
utilization is based consists of H, and CO, and (7) no solids are 
present in the inlet and outlet streams. 

The USRMCl model, which has been recently developed by 
DOE/METC, is an extension of USRMCO (White, 1993). USRMCl is an 
internally reforming model. This model is being used to compare 
the performance of various MCFC developers (Ashbaugh 1993). 

Phenomenological Modeling 

One common and popular phenomenological MCFC model in the 
public domain is the ICM4X model, referred to as the " P S I  model" 
MCFC model. Unlike the Gilbert-Commonwealth model which is based 
on macroscopic performance equations, it is a distributed parameter 
model which attempts to model in detail the microscopic transport 
processes within the fuel cell (Wilemski and coworkers, 1979, 
Pigeaud, 1992). The P S I  model requires more input and 
characterization of the MCFC than the Gilbert-Commonwealth model. 

Key physical and chemical phenomena modeled include mass 
transport, ohmic losses, electrode kinetics.fue1 and oxidant 
utilization, gas phase convective heat transfer and inplane 
conduction through cell hardware. Numerical solution schemes have 
been developed to calculate overpotential versus current density 
curves for electrodes, current-voltage performance curves, and 
current and temperature distributions. The solution involves 
solving a set of heat and mass balance equations. 

DOE/METC (Gardener 1993) has recently compared the performance 
data of the major MCFC manufacturer's including Ansaldo Ricerche, 
Energy Research Corp., Hitachi Corp., International Fuel Cells 
Corp., Ishikawajima-Harima Heavy Industries Co., Kansai Electric 
Corp., MC-Power Corp. and Mitsubishi Electric Corp. 

When comparing the performance data, it was necessary to 
normalize the data. Ideally, when the engineering performance 
comparison is made, all fuel cells should be operating at the same 
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constant fuel and oxidant utilizations on the same anode fuel and 
cathode oxidant. The fuel cells should also be operating at the 
same pressure. During a performance comparison test when the fuel 
cells are operating in the manner just prescribed, the current 
(load) is varied and the change in voltage is measured. A s  the 
current is increased, the voltage decreases and the fuel cell 
oxidant flows must increase to keep utilizations constant. A s  the 
current is increased from zero, the power output (the product of 
current and voltage) goes through a maximum, whereas the fuel cell 
efficiency decreases with increasing voltage. There are three 
engineering performance test curves which resulted from the DOE'S 
performance test: 1) the plot of current density versus voltage, 
2 )  the plot of current density versus power density, and 3 )  the 
plot of current density or voltage versus fuel cell efficiency. 

MCFC NETWORK AND POWER SYSTEMS MODELING 

\ 

With the initial demonstration of full-area, full-height 250-  
kW to 2-MW molten carbonate fuel cell (MCFC) power plants, the 
spatial configuration of the MCFC stacks into networks in the fuel 
cell power plant takes on new importance. METC has recently 
completed computer simulations were done to evaluate the 
performance of various internal reforming (IRMCFC) networks and to 
compare conventional IRMCFC power systems to networked ones (Wimer 
et. a1 1993). The simulated performance of MCFC networks was found 
to be superior to the performance of unnetworked cells/stacks. 

These important simulations were accomplished with the public 
version of ASPEN. ASPEN is  an extremely powerful and complex tool. 
ASPEN is an iterative, flowsheet solver which tears recycles 
streams and iterates until convergence. ASPEN is a state-of-the-art 
process simulator and economic evaluation package which was 
designed for use in engineering fossil energy conversion processes. 
ASPEN can represent multiphase streams, including solids, and 
handle complex substances such as coal. The system can perform 
steady-state material and energy balances, determine equipment size 
and cost, and carry out preliminary economic evaluations. It is 
supported by a comprehensive physical property system for 
computation of major properties such a enthalpy, entropy, free 
energy, molar volume, equilibrium ratio, fugacity coefficient, 
viscosity, thermal conductivity, diffusion coefficient, and thermal 
conductivity for specified phase conditions -- vapor, liquid, or 
solid. The properties may be computed for pure components, 
mixtures, or components in a mixture, as appropriate. The ASPEN 
input language is oriented towards process engineers. 

The DOE ASPEN IRMCFC stack model gives the user great freedom 
in defining the process he wishes to simulate. However, some 
details of the internal operation of the stack are not as flexible 
as others. For instance, the internal flow geometry of the stack 
is always assumed to be co-current. In addition, the internal 
voltage losses, ohmic, activation and concentration polarizations, 
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are not individually calculated by ASPEN. Instead, the user is 
required to specify the total voltage polarization at the stack 
outlet. 

While a modest MCFC data input is required for the use of 
ASPEN, the system information input required can be extensive. 
Training in the use of ASPEN is required. ASPEN must have the 
composition and flowrate of the IRMCFC stack's inlet fuel and 
oxidant streams as well as a sufficient definition of their 
thermodynamic state (e.g. temperature and pressure). This 
information can be directly defined by the user, or ASPEN can 
calculate it from upstream process data. 

Once the inlet reactant streams are known, the IRMCFC stack 
must be described. The number of cells in the stack must be given. 
Either the stack current or single-pass fuel utilization must be 
defined. The total outlet voltage polarization must be provided. 
The ASPEN model assumes that there is sufficient heat transfer 
between the fuel and oxidant streams such that they exit the stack 
at a common outlet temperature. Specification of this outlet 
temperature is optional. If left unspecified, ASPEN assumes that 
the stack is adiabatic. If the outlet temperature is provided, 
ASPEN equilibrates the exhaust gases at this temperature and 
calculates the corresponding heat duty. 

The stack power output is computed by ASPEN as the product of 
stack current and stack voltage. Finally, by subtracting the stack 
power output from the total enthalpy change in the reactant 
streams, ASPEN calculates the heat duty of the stack (Shah 1988). 

For a given total outlet voltage polarization, the performance 
predicted by the ASPEN IRMCFC model is generally conservative. The 
outlet Nernst potential which is calculated is the minimum possible 
for a given fuel utilization. Since the model assumes a co-current 
internal flow geometry, the conditions at the outlet of the stack 
generate the smallest local Nernst potential of anywhere within the 
stack. For a given fuel utilization, the Nernst potential which 
ASPEN calculates is the smallest possible for any internal flow 
geometry. 
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1.0 INTRODUCTION 

In the late 1970s. the US. government launched major battery R&D projects to assist industry in the development 
and commercialization of electric vehicles (EVs). These efforts were initiated to relieve US. dependence on 
foreign oil. following the 1973 oil crisis. The Electric & Hybrid Vehicle Program was established under Public 
Law 34413, entitled "Electric and Hybrid Vehicle Research, Development, and Demonstration Act of 1976." This 
program. residing within the Energy Research and Development Administration-the precursor to the US. 
Depamnent of Energy (DOE)--was responsible for establishing and monitoring federally funded EV projects, 

Transportation Program, helped support advanced battery R&D projects for EVs. However, funding for these 
projects was not sustained at a sufficient level through the 1980s to significantly advance any of the battery 
technologies being supported by DOE and/or EPRI. 

\ including the EV battery R&D projects. Also, the Electric Power Research Institute (EPRI). through its Electric 

\ 
s 

1 
\ 

In the early 1990s. concern over deteriorating air quality in many urban areas of the U.S. caused state legislatures 
to begin mandating the introduction of zero emission vehicles (ZEVs), ultra-low emission vehicles, and low 

\ emission vehicles. In 1990, Califomia was the first state to enact such legislation for the Los Angeles Basin area 
of southern Califomia. According to the current definition. battery-powered or flywheel-powed vehicles are the 
only types of vehicles that qualify as ZEVs. Califomja requires automobile manufacturers to market ZEVs at the 
rate of 2% in 1998 and 10% in 2003. Several states along the East coast are enacting similar legislation. Maine, 

considering it. 

In January 1991, Chrysler, Ford. and General Motors formed a parmetship, named the U.S. Advanced Battery 
Consortium (USABC), to accelerate Re development and commercialization of selected advanced-battery 
technologies. Both EPRI and DOE joined with the U.S. auto industry to make it a joint governmenfindustry 
consortium later that same year. According to existing agreements. which run through 1995, DOE provides 50% 
of the funds and industry provides the other 50%. Total funding for these projects could reach $260 million 
during this time frame. 

Also, a number of international battery companies formed a consortium in 1992, the Advanced Lead-Acid Battery 
Consortium (ALABC), to promote the development of advanced lead-acid batteries for EV and hybrid vehicle 
(HV) applications. This was done in response to a decision by the USABC to fund R&D only on more-advanced 
battery technologies. The ALABC research efforts are directed af increasing cycle life, achieving rapid recharge 
capabilities, and increasing specific energy of lead-acid batteries. It is a 38-member 11-nation consortium. 

Finally, in October 1992 former President Bush signed into law the Energy Policy Act of 1992, which includes 
many new initiatives relating to EVs. Included in these initiatives are: 

\ Maryland, New Jersey, and New York are in various stages of enacting legislation, while surrounding states are 

\ 

i 
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Major multi-year (1993-8) R&D programs on batteries and EVs 
A ICbyear $50 million EV demonstration program 
A 5-year $40 million infrastructure development program 
A $50 million program to assist states in developing and implementing incentives 
A federal tax incentive program 

2.0 REQUIREMENTS 

The requirements for an EV battery can vary significantly, depending on the type of vehicle and its intended 
mission. When the USABC established criteria for advanced battery technologies, they necessarily avoided this 
issue and created two sets of generic goals: one for mid-tern batteries and the other (more demanding) for long- 
tern batteries. The. USABC primary battery criteria for mid-tern and long-term batteries are provided inTable 1. 

Table 1. USABC primary Battery Criteria for 
Mid-Term and Long-Tern Batteries. 

Wid-TWm Long-Term 
Parameter Criteria criteria 

Specific Energy (Wh/kg) 

Specific Power (W/kg)* 

Energy Density (whn) 

Power Densitv tW/L)* 300 600 

Cycle Life (cvcles) 1 600 I lo00 11 
Calendar Life (years) 5 10 

Recharge Time (hours) 6 3-6 I 
Selling hice ($/kWh) 150 100 U 
*30-second peak power @I 80% depth of discharge (DOD) 

Additional criteria related to electrochemical efficiency. thermal efficiency. abuse tolerance, and freedom from 
maintenance were established by the USABC. Again these are generic criteria not tied to specific vehicles or 
vehicle missions. 

It is possible to use published information on electric vehicles under development today to establish some vehicle- 
relared requirements for EV batteries. These requirements are based on battery technologies available today or 
in the near tern and would likely be altered by the availability of a more-advanced battery system. A few of these 
requirements are provided in Table 2. 

As shown in Table 2, the power-to-energy ratio of the batteries for these two vehicle applications differ 
significantly. This is because the electric van acceleration is intended to be comparable to that of a diesel-powered 
van, while the acceleration of the passenger vehicle is intended to be comparable to that of a spons car. Another 
difference between the van and passenger vehicle applications is the impodance placed on the space occupied by 
the battery. On a relative basis, more space is available in a van and, therefore, battery weight becomes the 
controlling parameter. However, in passenger vehicle applications, it is more difficult to allocate space for the 
battery, and battery volume becomes a more significant parameter. 
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Parameter 

Eligh-Pedorntance 
Electric Passenger 

Viln Car 

i 

Energy (km) 

Power (kW) 

Weight 0%) 

Size (LxWxH, in cm) 

\\ 

\ 

40 14 

60 85 

650 410 

191 ~79x25 205x20~33 

I1 M= Current (A) I 340 I 340 II 
PowerEnergy Ratio 1.5 6.1 

3.0 TECHNOLOGIES 

With the advent of requirements for zero emission vehicles in California. the U.S. government and the U.S. 
automobile manufacturers have launched a concerted effort to develop advanced batteries for electric vehicles. 
In this overview of the battery technologies, we will review the major existing or near-term systems, as well as 
the advanced systems beiig developed for EV applications. It is important to note that this overview does not 
cover all of the a d v a n d  batteries being developed in the world today. 

3.1 Near-Tern Batteries 

By definition, near-term batteries are currently being manufactured commercially and are available for use in 
electric vehicles in large volumes. These batteries include the nickeUcadmium and lead-acid batteries. Both 
battery types have their advantages and disadvantages. 

For example, the lead-acid battery dominates h e  SLI madcet in the United States for automobiles and trucks. It 
is quite inexpensive and has excellent power characteristics. However, as a propulsion device for an electric 
vehicle, specific energy is quite low, limiting the vehicle range to about 60 to 100 miles. Nevertheless, the first 
generation of commercial electric vehicles will probably utilize these batteries because of their widespread 
availability and low cost. 

The nickeVcadmium battery also possesses excellent power but has significantly better specific energy and longer 
cycle life than the lead-acid system. However, it is very expensive and, because of its use of cadmium, raises 
environmental concerns related to disposal of spent batteries. This system, however, may well be used in a limited 
number Of first generation EVs because of its performance and life characteristics. 

3.2 Advanced Batteries 

The advanced batteries are divided into mid-term (available in.5 years) and long-term (available in 5 to 10 years) 
systems. The mid-term batteries include sodium/sulfur, sodium/nickel chloride, nickemetal hydride, zinc/air, 
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zincbromine. and nickefiron systems. The long-term batteries principally include the lithium-polymer and the 
lithium/iron disulfide systems; the latter could also be available in the mid term. 

3.2.1 Mid-Tern Batteries 

Of the mid-tern batteries, the sodium/sulfur and sodium/nickel chloride systems offer the highest specific energies. 
Sodium/sulfur offers higher power, while the sodimhickel chloride offers longer life. On the other hand, the 
nickel/metal hydride system offers the best power and may approach the sodium-based batteries in specific energy. 
The zinc/air and zincbromine batteries have energies similar to those of the sodium-based batteries but are limited 
in power. Finally. the nickeuron system has specific energies comparable to those of nickel/cadmium, but lacks 
the power of the nickeVcadmium system and tends to exhibit poor columbic efficiency because of the excessive 
amount of hydrogen that is generated on charge. 

3.2.2 Lone-Term Batteries 

The long-term batteries are expected to have very high specific energy (200 Wh/kg) and specific power (400 
W/kg) with calendar lifes of 10 years. The lithiumhron disulfide system appears to be further advanced than the 
lithium-polymer system at present, but because of the proprietary nature of the development efforts, on the latter, 
it is difficult to assess its status and exact degree of development. Both of these systems appear very promising, 
and significant efforts on their development are being carried out in the United States. 

It is important to note that the lithium-polymer system operates at about 60-120°C. while the lithiumhron disulfide 
system operates at slightly over 400°C. Attaining the 400 W/kg specific power will be a technical challenge for 
any battery system, more so for the low temperature systems. 

4.0 PERFORMANCE AND LIFE TESTING AT ANL 

Advanced-battery technology evaluations are performed under simulated electric-vehicle operating conditions at 
ANL’s Analysis & Diagnostic Laboratory (ADL). In this segment of the paper we briefly review the performance 
and cycle-life test results obtained at ANL on several near-term and mid-term battery technologies. The tests were 
conducted over a period of several years--mainly during the period of 1990 thru 1992--for DOE’S Electric and 
Hybrid Propulsion Division and EPRI’s Electric Transportation Program. The tests were conducted on a wide 
range of hardware, covering single cells to multicell modules, encompassing six types of battery technologies-- 
Na/S, zrS/sr,, NW. Ni/Cd, NilFe, and Pb-Acid. 

Table 3 lists the general specifications and best performance demonstrated by each EV battery technology. Plots 
of specific energy and specific peak power for each technology are given in Figs. 1 and 2. respectively. The 
specific energies were measured using constant power discharges to 100% depth of discharge (DOD). The specific 
peak powers were derived from driving profile discharge data and are plotted as a function of DOD. based on 
available energy for the average power discharge rate. 

4.1 SodiumEulfur Svstem 

An 8-V NalS module from Chloride Silent Power Ltd. (CSPL) was under test from June 1990 to March 1992. 
The module contained 120 cells (IO-Ah each) configured into 30 parallel-connected strings of four series-connected 
cells. This 300-Ah module was of the same design and assembly as those (24 series-connected modules) in the 
battery system developed for the Ford ETX-I1 vehicle (a lightduty van based on the Ford Aerostar). Life testing 
with Simplified Federal Urban Driving Schedule (SFUDS) discharges to a DOD of 100% was started in October 
1990, after completion ofthe performance characterization tests (-120 cycles accrued). Test results indicated that 
the specific energy of this module is similar to that of the ASEA Brown Boveri (ABB) battery previously tested 
at ANL (see Table 3). However. the CSPL module had a higher internal resistance and, therefore, could not 
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achieve as high a peak power. End-of-life ( 4 0 %  of initial SFUDS discharge energy) occurred at cycle 795, but 
testing was continued to acquire additional statistics for cell failure analyses. Testing was halted in March 1992 
(21 months and 973 cycles at operating temperature) when the SFUDS discharge energy decreased to <75% of 
its initial level. There was a significant drop in module capacity between 450 and 550 cycles of operation, which 
reflected the loss of four 4-ceU strings (-4041 loss). Module resistance increased by -20%, which also indicated 
the loss of four suings in the 30-suing battery. Owing to the increase in module resistance with life, the peak 
power declined from an initial 94 W/kg to only 68 W k g  at the end of testing (50% DOD). After 973 cycles, the 
module retained -79% of its initial 292-Ah capacity (3-h rate) and -73% of its initial 2084-Wh SFUDS discharge 
energy (100% DOD). The NdS technology approaches the USABC mid-term goals. 

4.2 Zinc/Bromine Svstem 

A 5-kWh. 48-V Zn/Br module (ZBB-5/48) from the Studiengesellschaft fur Energiespeicher und Anbiebssysteme 
(SEA) (Research Group for Energy Storage and Propulsion Systems, Ausuia) underwent EV performance and life 
testing from November 1989 to June 1991. Performance characterization tests showed that the SEA battery has 
good specific energy (-79 Wh/kg at 3-h rate) but low power capability (-53 Wkg at 50% DOD). The low power 
is due to a high internal battery resistance. The battery also exhibited a high self-discharge loss (-20% loss in 
24 h) when its electrolyte pumping motors remain energized. This loss is significantly reduced when pump 
operation is halted during extended open-circuit times. Life testing with SFUDS discharges to 100% DOD was 
staned in March 1990 after performance testing (-130 cycles accrued). Because of the high module resistance. 
a peak discharge current limit (150 A) bad to be imposed with SFUDS discharges to avoid reaching the discharge 
cut-off voltage (DCOV) on the first 79 Wkg power peak With a 150 A current limit, a maximum power of -67 
Wkg was obtained at the start of the discharge, and 50 Wkg was aaained at the 27-V DCOV. The module 
reached end-of-life (>20% loss of initial capacity) after 334 cycles. The power characteristics of this technology 
need to be significantly enhanced if it is to be used for EV applications. 

i 
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4.3 Nickelhletal Hvdride Mi/MH) Svstem 

Performance and life tests were conducted on two Ni/MH cells (25-Ah rating) manufactured by Ovonics Battery 
Co. (Troy, MI) to determine the suitability of this technology for EV applications. The two cells were delivered 
to ANL in June 1991. Performance characterization tests were completed, and life evaluation (SFUDS discharges 
to 80% DOD) started in November 1991. The peak power of the H-cells is the highest measured at the ADL to 
date (175 W/kg at 80% DOD and -200 Wkg at 50% DOD). A high peak power provides full capacity and 
maximal vehicle range for all driving profile discharges. One H-cell was removed from life test after 380 cycles 
due to a sudden decline in capacity (to ~ 7 0 %  of its initial 25-Ah capacity) caused by electmlyte loss. Water 
(13.6 g) was added to this valve-regulated cell, and full capacity (26.5 Ah) was achieved on a subsequent 
discharge. Thereafter, the capacity declined at a rate of -0.5 Wcycle. Testing was halted when the capacity 
declined to 13.8 Ah on cycle 399. Cell weight was reduced again (6.3 9). The problem was later found to be 
caused by a faulty pressure release vent. 

The second H-cell was removed from life test after 533 cycles due to capacity and power loss. End-of-life (EOL) 
with SFUDS discharges to 80% W D  occurred on cycle 505. The weight of this cell did not change significantly 
with life. The charge return was increased from 120% to 150% after EOL, but no improvement in cell capacity 
resulted. The cell retained -78% of its initial 28-Ah capacity (3-h rate) when testing was halted. Both H-cells 
were returned to Ovonics for further analyses. This battery technology has excellent potential to meet the USABC 
mid-term performance goals. 

4.4 NickeVCadmium Svstem 

Life tests were conducted on a 6-V NVCd module (190-Ah rating) manufactured by SAFT (Industrial Storage 
Battery Division). France, from April 1990 to August 1992. The module was received from Idaho National 
Engineering Laboratory, where it had completed 35 performance characterization cycles. Life testing was started 
at the ADL in June 1990 after 78 cycles of performance testing. Life evaluation was conducted wiIh discharges 
to 100% DOD using the J227aC driving profile for a Chrysler TEVan. The module had completed 1018 cycles 
and sti l l  retained -99% of its initial capacity (3-h rate) when it was voluntarily removed from test. At that time, 
the TEVan discharge energy had only declined to -96% of its initial value. Variations in module resistance. IR- 
free voltage, and peak power vs. DOD during the life evaluation were examined. Analyses showed that module 
resistance had increased by -23%. and IR-free voltage had remained constant to within 1.0%. As a result of the 
increased module resistance. the peak power was decreased from 190 to 154 Wkg at 50% DOD (-19% decrease) 
between cycles 46 and 1016. This module was sent to EPRI for other EV evaluations. The Ni/Cd battery 
technology has performance very comparable to the NM battery technology. 

4.5 Advanced NickeMron System 

Life tests were conducted on four advanced NiFe modules (MF200) from Eagle-Picher Industries. Inc. The 
ME00 design provides a capacity of 200 Ah in the same module package as the 170Ah module developed for 
the dual-shaft elechic propulsion (DSEP) vehicle developed by Eaton Corp. The longest operating module 
completed 918 cycles with discharges to 80% DOD (J227aC driving profile for G-Van) before reaching EOL in 
April 1992. Another module was cycled using an ANL-recommended charge regime from November 1991 to 
October 1992. The. module completed 394 cycles (to 100% DOD using J227aC for a Chrysler TEvan) before 
reaching EOL. Module life was less than expected based on that exhibited by early NIF;?00 modules. The two 
remaining NE200 modules were voluntarily removed from testing to prepare for future deliverables. This 
technology with its excellent cycle life and moderate power could be used as a near-term battery for EVs. 
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4.6 Recombinant Lead-Acid Svstems 

Tests were staned in December 1989 for EPRI on two 6-V, valve-regulated lead-acid (VRLA) modules with a 
gelled elecmlyte manufactured by Sonnenschein Battery Co. (Germany). The maintenance-free cells were 
equipped with pressure-relief valves for gas venting and used an antimony-free alloy. Both modules completed 
performance characterization, and one underwent life testing with J227aC/G-Van discharges to 100% DOD. After 
370 cycles, the energy obtained on simulated driving proffie discharges had declined to 80% of its initial level. 
New modules were delivered from Sonnenschein. and one was placed on life test using G-Van discharges. The 
module was operated to 100% DOD for 122 cycles and then changed to 80% DOD cycling. This module 
completed 448 cycles before reaching end-of-life (100% DOD condition reached before the 80% DOD energy 
obtained). At that time, the 3-h rate capacity had only declined by =9%. This lead-acid battery technology appears 
very promising and will probably be used in near-tern EVs. 

4.7 Tubular Lead-Acid Svstem 

Two advanced, three-cell. lead-acid modules with tubular positive electmdes (3En05) made by Chloride EV 
Systems Ltd. (CEVS). England, were acquired and tested in January 1991. This test measured the 3ET205 cycle 
life with SFUDS discharges (100% DOD) for comparison with that achieved in an EPRI-sponsored test using 
J227aCK;-Van discharges to 100% DOD. Both of the new modules undelwent an abbreviated performance 
characterization. and one was selected for life testing with SFUDS discharges. After 149 cycles, this module 
reached end-of-life ( 4 0 %  of initial energy). In the EPRf test (1990), the 3ET205 module completed 715 cycles 
before reaching end-of-life. Post-test analyses revealed that both .modules failed due to deterioration of the 
negative electrodes. caused by high levels of antimony and by poor adhesion between the active materials and the 
grids. The antimony was generated by corrosion of the positive grids and plated onto the negative electrodes 
during operation. Charging efficiency and effective capacity of the electrodes were consequently reduced. The 
cells in the module using SFUDS discharges had a greater divergence in post-test fmdings than those observed 
in the EPRI module. Hence, cell mismatch may have impaired the evaluation of the SFUDS test. This particular 
lead-acid battery exhibited limited cycle life. 

5.0 CONCLUSIONS 

It will be very difficult for any one battery system to meet the propulsion requirements of the different vehicle 
configurations. For example, while van applications allow significant space for battery systems and require only 
a power-to-energy ratio of 1 or 2, batteries used in high-performance passenger cars or hybrid vehicles will require 
power-to-energy ratios of 6 or 7 and will allow only a minimal space for the battery system. Thus, a battery such 
as a lead-acid system may be very suitable for a van application but might be entirely inappropriate for a 
commuter or hybrid vehicle, where much higher power and energy densities are required. Cenainly, some of the 
advanced batteries, such as the lithiurnlimn disulfide system, when they are developed, could be configured for 
different vehicle configurations. That is. an advanced battery with a power-to-energy ratio of 6 or 7 might be 
designed for a hybrid vehicle, while this same battery might be redesigned for a van with a power-to-energy ratio 
of 2. 

The development of advanced batteries for electric vehicles is going to require many years and many millions of 
dollars before they are ready for commercial EV applications. While the DOENSABC initiative will celtainly 
move battery technologies forward from their present levels, it is highly unlikely that this initiative will be 
successful in developing a l l  the technologies to the point where they meet most of the battery requirements. 
Certainly, some of the technologies, such as lead-acid and nickel/cadmium, are near commercialization, but othen. 
such as lithium-polymer and lithiurnlimn disulfide. require significantly more development before they will be 
commercial. Others, such as nickeVmetal hydride, sodium/nickel chloride. and sodiumkulfur are at an intermediate 
stage of development. 
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Table 4 provides a comparison of relative characteristics for new-term, mid-term. and long-term battery 
technologies. The performance and life data for Pb-Acid, Ni/Cd. NiFe, N W H ,  Zn/Br,. and NUS batteries are 
based on ANL's test data. Those for NwiCl,, Zn/Air, Li/FeS,. and Li-polymer are based on developers' data 
andor ANL projections scaled from cell data. Relative costs are ANL judgements based on our knowledge of 
materials' and processing costs for these technologies. The information presented in Table 4 clearly illustrates 
a trend toward higher performance in moving from near-tern to long-term batteries. However, there is a 
corresponding increase in R&D time and cost. along with a higher degree of uncertainty regarding the ultimate 
commercialization of these technologies for EV applications. Also, it appears that no battery technology is the 
ideal battery for every EV application. Some technologies combine high specific energy with low-to-moderate 
cost, but have peak power limitations. Others offer high specific energy and peak power, but appear to be more 
expensive. Therefore. a number of these technologies are likely to be used commercially as EV batteries to satisfy 
different EV vehicle market segments. Certainly. if the lithiumhron disultide or the lithium-polymer batteries can 
achieve 200 W g  and 400 Wkg, as specified by the USABC. an electric vehicle with an extended operating 
range >200 miles between recharges could be achievable. 

Finally, it is important to understand that the development of viable electric vehicles will require many years of 
development and involve many iterations, both of the battery and of the vehicle itself. When one considers that 
this nation spends about $50 bfflion each year on imported oil, the bulk of which is utilized for transportation and 
the use of which significantly affects our urban environments, it is quite apparent that EVs, when developed, could 
have a tremendous beneficial effect on our environment and economy. 

Lead-Acid 2540 70-90 400-700 Low/Mcderate Commercial 

NickeVCadmiwn 

Teak power at 80% DOD for 30 seconds. 
bFull-scale prototype EV batteries have been tested in vehicles. 

50-60 175 >loo0 Hiah I Commercial 
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The light weight of sulfur makes metallmolten sulfur batteries 
attractive for  electrochemical energy storage. However, material 
constraints associated with the requisite high temperatures, have slowed 
the development of a variety of metallmolten sulfur batteries (1). In a 
previous study we introduced an alternative high faradaic capacity 
aqueous sulfur redox cell (2). That study described conductive solutions 
which by mass could accommodate more sulfur than water, and 
demonstrated faradaic storage capacities comparable to those in molten 
sulfur batteries. In a recently letter we presented the utilization of this 
ambient temperature polysulfide redox reaction with an aluminum anode 
to introduce a class of aluminum/poIysulfide batteries (3). 

The battery was expressed by aluminum oxidation and polysulfide 
reduction for an overall battery discharge consisting o f  

cathode: S42- + 4 3 2 0  + 6e- + 4HS- + 40H- 
Eo= -0.51 V vs SHE [ I1  

Anode AI + 30H- + Al(OH)3+ 3e 
Eo= -2.30 V vs SHE I21 

Battery: 2Al + S42- + 20H- + 4H20 +2AI(OH)3 + 4HS- 
Ecell = 1.8 V [31 

In accordance with Eq. [3], this aluminumlpolysulfide battery has a 
theoretical charge capacity of 505, 595, or 724 Ahrlkg calculated 
respectively using either potassium, sodium or lithium electrolytes. 

Eq. [ l ]  represents a simplified description of sulfur reduction. 
Sulfur dissolved in aqueous sulfide solutions gives rise to a variety of 
polysulfide species, dominated at  moderate alkaline pH by the tetrasulfide 
species, S42- (4). COS is an effective material to electrocatalyze oxidation 
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and reduction of polysulfide (5 ) .  Cathodic polarization losses at thin film 
COS electrodes decrease from -4 mV cm2 m A-1 to 2 mV cm2 m A-1 as 
temperature increases from 200 to 65OC. Zero valent sulfur added to 
sulfide solutions may be reduced to the divalent state a t  faradaic 
efficiencies approaching 100 percent (2). The electrochemistry of ' 

polysulfide solutions reflects the complex speciation in these solutions, 
and is affected by solution pH, activity and the ratio of dissolved sulfur 
per sulfide. In concentrated solutions, with the ratio of dissolved sulfur 
per sulfide increasing from 1 to 3. the polysulfide potentials shifts 150 
mV cathodically, a favorable situation for coupling with an AI anode. 

Effective aluminum anode utilization requires that the rate of 
electrochemical oxidation must be high compared to the competing 
chemical loss reaction. Polarization losses for aluminum oxidation have 
generally not been investigated in highly concentrated (greater than 10 
molal) alkaline solutions useful to maximize energy density of the 
aluminumlsulfur battery. Polarization losses for aluminum oxidation in a 
18 m KOH solution decrease from 6 to 0.4 mV cm2 mA-1 as temperature 
is increased from 20° to 85OC. Measured polarization is similar in either 
concentrated sodium or potassium hydroxide electrolytes, and also for 
aluminum anodes comprised of either 99.999% AI or an alloy containing 
over 99% A1 and added Mg, Sn and Ga. 

Initial tests on the aluminudpolysulfide cells consist of non-flow 
batteries. Anolyte limited cells were discharged to determine the anodic 
efficiency in highly concentrated alkaline electrolytes. Additives such as 
metal oxide salts effect cell performance. lOmm Ga2O3 added to 18 m 
KOH anolyte enhances cell voltage, whereas added In(OH)3 substantially 
increases anodic capacity. Anodic utilization efficiency is further 
increased to over 80% by optimization of anolyte volume (3). 
AVpolysulfide batteries were demonstrated with an energy density of 170 
Whrkg  based on materials excluding water (modeling a "water activated" 
cell) and 110 Whrlkg based on total materials (3). "D" volume (0.05 
liter) cells provided a 10.1 Whr energy capacity with an 86% conversion 
efficiency based on KOH, a 78% conversion efficiency based on K2S4. and 
an 68% conversion efficiency based on consumed AI. In Table I, the 
aluminum/polysulfide battery is compared to conventional Znkarbon and 
alkaline batteries under standard moderately high current densities. 
Under these test conditions, the time of discharge advantage of the new 
cell is evident. Studies of solution and aluminum modification continue 
to further increase the energy density of the aluminumlpolysulfide 
bat tery.  
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In accordance with Eq. 1, at  250C. the solubility of K2S4 is consistent 
with a maximum charge capacity of 500 Ahlkg solution. Here we 
investigate an alternative, higher capacity cathode. This new cathode 
could be capable of direct reduction of elemental sulfur at  room 
temperature. The new maximum storage capacity is  substantially 
increased, and is given by the limit as all solid sulfur is reduced: 

Cathode: S + H 2 0  + 2e- + HS- +OH-  
EO= -0.51 V vs SHE [41 

storage = Lmale (S +H701 . . p65aM: . hUdP2U = 107OAhkg 
(0.032+0.018)kg mole faraday 36OOC 

This theoretical storage capacity of the solid sulfur cathode is 
several fold higher than the theoretical storage capacity of conventional 
aqueous cathodes including PbOz, NiOOH, Mn02, HgO, and A g o  (1). 

The new cathode features solid sulfur in contact with aqueous 
polysulfide solution. This solid sulfur will not dissolve in a polysulfide 
solution saturated in sulfur. Initiation of reductive discharge of the cell 
will generate shorter length polysulfide species: 

3S42- + 2e- + 4S32- 
[51 

which as represented in Figure 1B then permits dissolution and continued 
reduction of available solution and solid phase sulfur: 

s32- + s + s42- 

[61 

Discharge proceeds until all available zerovalent sulfur (both solid and 
dissolved) is reduced in accordance with Eq. 1. The solid sulfur maintains 
longer chain polysulfide species in solution. Longer chain polysulfide 
species positively shifts and maximizes cell voltage (2). This elemental 
(solid/solution phase) sulfur cathode has the theoretical advantage of 
higher storage capacity and higher cell voltage. 

The solid sulfur cathode was incorporated into an aluminum cell 
analogous to the aluminum/polysulfide battery recently described (3). In 
accordance with Eq. 2 and Eq. 4, discharge of the aluminum/solid sulfur 
battery is  expressed by: 
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Battery: 2A1 + 3 s  + 3H20 + 30H- + 2Al(OH)3 + 3HS- 
= 1.8 V PI  

Faradaic capacity of the Allsolid sulfur battery (based on potassium 
salts and all reactants) is 505 Ahkg ,  and the theoretical specific energy 
is: 

1.8 Volt x 505 Ahkg = 910 Whkg 161 

This 910 Wh/kg aluminumlsulfur battery theoretical specific energy 
is approximately 40% higher than the aluminum/polysulfide battery ( 8 ) .  . 
and is 2 to 5 times that of conventional aqueous batteries. Utilization of 
lighter weight cations than K+ may further improve the AIlS energy 
capacity.  

, 
i 
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Table 1. Comparison of Al/S and conventional aqueous electrochemical 
storage at 20OC. The aluminudsulfur cells contain 0.018 L of 7.7 m K2S4 
catholyte and 0.032 L of 18 m KOH, 10 mm In(OH)3 in a rectangular cell 
geometry described in the text. 

P size cells. continuous discharge ti me to 0.65 volts 
lQad Zinc Carbon (1) A!kahe(1) New Alum indSulfur 

0.5W 0.5 hours 3.0 hours 7.4 hours 

1.0 hour 6.5 hours 13 hours 1.ow 

2.3 W 3.5 hours 19 hours 28 hours 
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The search for contemporary batteries with the requisite high power 
and energy densities for electric propulsion of vehicles has blurred the 
conventional distinctions of electrochemical storage systems, and no 
avai lable  sys tem is  considered sat isfactory.  Candidates  include 
mechanically rechargeable primary batteries, secondary batteries and fuel 
cells (1-9). Nonaqueous systems are being actively developed2-7, but 
challenges of environmental compatibility, conductivity, cost, safety or 
power density remain and aqueous systems dominate both the consumer 
and electric propulsion market (1). There have been few new high 
capacity aqueous batteries introduced. Aqueous batteries utilizing metal 
hydride or air cathodes are being actively developed, and challenges 
including cost, C 0 2  poisoning and power densities are being addressed (7- 
9 ) .  

A n  e n v i r o n m e n t a l l y  c o m p a t i b l e  n o v e l  a q u e o u s  
aluminumlpermanganate battery is  discussed with the potential for 
unusually high pulsed power densities and with high theoretical sustained 
specific energy. 

Conventional nickellcadmium and lead acid batteries have moderate 
to low energy densities and adverse environmental impact. As seen in 
Table I, zinclsilver oxide batteries have a higher theoretical energy 
capacity, however the silver oxide cathode is not cost effective for large 
scale systems (7). 

Compared to zinc cells, aluminum cells can yield substantially 
higher energy capacities. The theoretical potential of an aluminum anode 
is greater than one volt more favorable than the zinc anode potential. 
Furthermore, the theoretical storage capacity of AI (2980 A hrlkg) is 
substantially higher than that of zinc (820 A hrkg) .  As seen in Table I, 
these combined  charac te r i s t ics  lead t o  a three fold higher  
energy capacity for aluminum compared to zinclsilver oxide batteries. 
Aluminumlsilver oxide batteries have among the highest measured steady 
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state power densities, and are useful for the requisite high discharge rates 
necessary for electrochemical propulsion (7, 12). However the high cost 
of silver is an impediment to the use of aluminum/silver oxide cells for 
land-based electric vehicle propulsion. 

Aluminum is among the most common elements, and its light 
weight, electronegative potential and three electron oxidation state make 
it a compelling anode material (9). Electronegative anodes such as  
aluminum might be considered incompatible (reactive) when immersed in 
a strong oxidizing agent. However, this problem is circumvented by 
utilizing the extraordinarily high oxidative currents accessible for  
aluminum in aqueous alkaline media (10.11). We recently used a model 
system with a ferricyanide cathode to demonstrate that such aluminum 
batteries are possible when the redox phase cathode can also support high 
current densities (10). The Allferricyanide demonstrated high power 
densities (in excess  of 2Wlcm2 over  s imple planar  surfaces). 
Allferricyanide has a modest specific energy (96 Whlkg) which can be 
theoretically exceeded by an alternative aluminumlpermanganate cell 
(Table I). A permanganate cell operating in a manner similar to the 
Allferricyanide cell may also provide high power densities. 

(Mn(1V)) has found wide spread, cost effective use in LeclanchC and 
alkaline batteries and does not pose the environmental threat of cadmium 
or lead in batteries (7). Permanganate (Mn(IV)), MnO4-, has a more 
attractive cathodic potential and storage capacity than Mn02.  

The new battery is expressed by aluminum oxidation and permanganate 
reduct ion:  

anode: AI + 40H- -1AI(OH)4- + H20 + 3e 
-EO= -2.3 V vs SHE 

cathode: MnO4- + 2H20 + 3e- -+ Mn02 + 40H- 
EO= 0.6 V vs SHE 

discharge: AI + MnO4- + 2H20 --f AI(OH)4- + MnOz 
Ece11 = 2.9 V 

Based on lithium, sodium or potassium salts this represents high 
theoretical specific energies respectively of 1230, 1140 and 1070 Whlkg. 
A comparison of the capacities of aluminumlpermanganate and existing 
cells including our recent aluminumlsulfur battery (13) is provided in 
Table I accentuating the theoretical advantage of the permanganate cell. 

1455 



REFERENCES 
1. "Energy Workshop on Advanced Battery Technology Research and 

Development ", A. Weber, Chair", Division of Chemical Scienccs, 
Office of Basic Energy Science, U.S. Dept. of Energy, June 16-17, 
1992, Report Published September, 1992. 
C. A. Angell, C. Liu, E. Sanchez, Nature,362, 137 (1993). 

C. Scordilis-Kelley, J. Fuller, R. R. Carlin, J. S. Wilkes, 
J. Electrochem. SOC, 139, 694 (1992). 
K. E. Heusler, A. Grzegorzewski, 
J. Electrochem. SOC, 140, 426 (1993). 
H. Sasaki, M. Suzuki, S. Otoshi, A. Kalimura, M. Ipopommatsu, 
J. Electrochem. SOC,  139, L12 (1992). 

N. Kuriyama, T. Sakai, H. Miyarnua, I. Uehara, H. Ishikaras, 
J. Electrochem. SOC, 139, L72 (1992). 

2. 
3. E. J. Plichta, W.K. Behl, J. Electrochem. SOC, 140, 46 (1993). 
4. 

5 .  

6. 

7. D. Linden, "Handbook of Batteries", McGraw-Hill, NY (1984). 
8. 

9. K. Y. Chu, and R. F. Savinell, J. Electrochem. SOC., 138, 1976 (1991). 
10. S. Licht, C. Marsh, J.  Electrochem. SOC., 139, L109 (1992). 
11. D. Chu, R. F. Savinell, Electrochemica Acta, 36, 1631 (1991). 
12. G. E. Anderson U. S. Patent 3,953,239 (1976). 
13. S.  Licht, D. Peramunage, J. Electrochem. SOC.,  140, L4 (1993). 

Table I. Conventional and new high energy density aqueous batteries. 

System Cell Potential, OCV Charge Capacity* Maximum* 
Theoretical Observed Energy Density 

Lead Acid 2.04V 2.0V 83Ahrkg 174 Whrkg 

NickeVCadmium 1.35V 1.2V 181 Ahrkg 244 Whrkg 

ZindSilver Oxide 1.57 V 1.4V 199 Ahrkg 312 Whrkg 

Aluminum/Silver Oxide 2.69 V 2.OV 378 Ahrkg 1020 Whrkg 

Aluminum/Fenic yanide 2.8V 2.2V 81 Ahrkg 227 Whrkg 

AluminudSulfur 1.8V 1.4V 595 Ahrkg 1070 Whrkg 

Aluminu flennanganate 2.9V 2.3 V 476Ahrkg 1380 Whrkg 

*Theoretical, per kg stored reactant, assumes water activated cell in a H2SO4 or sodium 
(hydroxide) electrolyte 
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INTRODUCTION 

Nickel oxide electrodes have found widespread application in a variety 
of energy storage and energy generation devices, including rechargeable 
batteries and fuel ce1ls.l The addition of certain metal cations to the 
nickel hydrous oxide lattice can profoundly affect its electrochemical 
characteristics.l In particular, cobalt has been found to shift the 
potential associated with the oxidation of Ni(OH)2 to NiOOH2 and to improve 
the charge acceptance of nickel oxide electrodes used in alkaline 
barteries.l In contrast, composite nickel oxide films involving iron as the 
guest metal exhibit high electrocatalytic activity for oxygen evolution and, 

I 
- as such, may be of practical value in alkaline water electrolysis.3*4 

The studies presented herein have been aimed at elucidating the 
structural and electronic properties of composite nickel-cobalt hydrous 
oxides using in situ X-ray absorption fine structure (XAFS) as a probe of 
the host (Ni) and guest (Co) metal sites in the lattice. 

/ 

1 
Basic aspects of XAFS as applied to the study of electrochemical 

interfaces have been amply reviewed in the literature5 and will not be 
discussed here. This technique can provide structural information without 
relying on long range order. This factor is of crucial importance, as high 
charge storage capacities can only be achieved by using materials in high 
area form, which are in many cases amorphous or consist of particles that 
are too small to achieve sufficient coherence for standard X-ray diffraction 
techniques to be very useful. Furthermore, high intensity X-rays in the 
energy range of interest can penetrate through thin electrolyte layers and 
low-Z window materials, such as organic polymers and thin aluminum sheets. 
This provides a means of performing measurements in situ, that is, with the 
electrode under potential control in an appropriately designed 
electrochemical cell. 

EXPERIMENTAL 

3 
/ - 

Pure metal (either nickel or cobalt) and nickel-cobalt composite 
hydrous oxides were prepared by cathodic (galvanostatic) 
electrodeposition2o6 from solutions of the corresponding metal nitrates on 
a solid graphite electrode. After deposition, the films were rinsed with 
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water and characterized in the spectroelectrochemical cell first by cyclic 
voltammetry and subsequently by XAFS in deaerated 1.0 c! KOH. The cell for in 
situ fluorescence XAFS experiments employed in this study has been described 
elsewhere.’ 

In situ XAFS measurements for the pure Ni and Ni/Co hydrous oxide films 
were conducted in the discharged (i.e,, reduced) and partially and nominally 
fully charged (i.e., oxidized) states. For the latter experiments, the 
potential was first scanned to a value more positive than the onset of 
oxygen evolution and then reversed to a value sufficiently negative for the 
current to drop essentially to zero but still positive with respect to the 
onset of NiOOH reduction. This strategy made it possible to eliminate 
problems associated with oxygen bubble formation during spectral 
acquisition. For measurements involving partially oxidized films, the 
potential was scanned up to a value on the rising part of the Ni(OH)2 
oxidation peak and then reversed to a no-current voltage condition. 

All experiments were performed at beam-line IV-2 at the Stanford 
Synchrotron Research Laboratory. Details regarding these measurements as 
well as the method employed in the analysis of the EXAFS data have been 
given in previous work.8 

RESULTS AND DISCUSSION 

I. ELECTROCHEMISTRY 

The cyclic voltammogram of a composite 9:l Ni/Co hydrous oxide in 1.0 U 
KOH. shown in curve a, Figure 1, displayed characteristic oxidation and 
reduction peaks associated with the Ni(OH)2/NiOOH redox process. In 
agreement with the observations of Corrigan,2 but at variance with those of 
Cordoba et al.4, the overpotential for oxygen evolution was larger for this 
composite oxide than for a pure nickel hydrous oxide prepared using the same 
procedure (see curve b, Figure 1). Also in harmony with earlier data4 are 
the shifts in the Ni(OH)2/NiOOH redox features in the negative direction (ca. 
50 mV) induced by the presence of Co in the Ni hydrous oxide lattice. As 
pointed out by Corrigan and Bendert,2 no voltammetry features assoclated 
with the Co(OH)2/CoOOH redox couple can be identified for this composite 
Ni/Co film. This is particularly interesting, as the redox peaks of pure Co 
hydrous oxide in this same electrolyte occur at a potential of 0.09 V and 
thus more negative than those observed for a pure Ni film and therefore 
should be clearly discernable in the voltammogram. 

11. XANES 

A. Nickel K-edee 

The Ni K-edge XANES for the composite Ni/Co hydrous oxide film in the 
reduced (fully discharged) and oxidized (nominally charged) state recorded 
at -0.3 and +0.3 V vs. SCE, in 1.0 I4 KOH are shown in Curves a and b, Fig. 
2, respective1 These curves are nearly identical to those reported by 
Pandya et s ~ 1 . ~ ’  for pure Ni hydrous oxide in 1.0 I KOH. Particularly 
noticeable is the shift in the overall absorption edge region toward higher 
X-ray energies for the oxidized (Ni3+) film compared to the reduced (Ni2+ 
film, including the peak at about 8363 eV. As discussed by Pandya et al. 
the pre-edge feature at about 8332 eV is ascribed to the Is + 3d electronic 

4 
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transition, for which the intensity is found to be larger for the oxidized 
than for the reduced state. It must be stressed that in both cases this 
spectral feature is relatively small and therefore consistent wit:h a 
slightly distorted octahedral environment. 

B. Cobalt K-edee 

The Co K-edge XANES for the Ni/Co composite film in the oxidized and 
reduced states are very similar (see Curves a and b, Fig. 3)  displaying a 
very small pre-edge peak. This observation provides strong evidence that the 
nature of the cobalt sites is not modified by the structural and electronic 
changes in the lattice associated with redox processes involving the nickel 
sites. A comparison between these curves and those obtained for pure cobalt 
hydrous oxide films (prepared using the same electrodeposition method: see 
curve c in this figure)l clearly shows that the cobalt sites in the lrtter 
composite hydrous oxide can be assigned to Co3+. This is somewhat surprising 
since Co2+ in a pure cobalt hydrous oxide film undergoes oxidation at a 
potential only sli htly more negative than that observed for the 
Ni(OH)2/NiOOH couple.& As is well known, however, the nature of the ligands 
can profoundly alter the redox potential of the Co3+/Co2+ couple, c.g., 
EO[CO(NH~)~]~+/~+ - 0.108 V, while EO[CO(H~O)~]~+/~+ - 1.83 V.lo It can 
therefore be concluded that the environment of che cobaltic ions in the 
hydrated nickel oxide lattice is such chat the potential required for their 
reduction is shifted to much more negative values. Such a claim has been 
been made earlier in the literature, although without much substantiation.11 
Additional evidence for the presence of Co3+ sites in these composite 
hydrous oxides was obtained from the in situ Co K-edge EXAFS data (vide 
infra). 

111. EXAPS 

A. m e 1  K -edge 

The Fourier transforms (FTs) (without phase shift correction) of the 
k3x(k) Ni K-edge EXAFS for the Ni/Co hydrous oxide films in the reduced ( -  

respectively) are very similar to those reported by Pandya et al.g~12%for 
the oxidized and reduced forms of' battery-type nickel hydrous oxide 
electrodes. In accordance with their observations, the Ni-0 and Ni-Ni 
distances within the sheet-like Ni02 layers (1st and 2nd major shells, 
respectively) were found to be somewhat smaller for the nominally oxidized 
film, d(Ni-0) - 1.92 t 0.02 A, d(Ni-Ni)l - 2.82 f 0.02 A, shown in Curve b, 
Fig. 4, compared to its reduced counterpart, d(Ni-0) - 2.09 f 0.0'2 A, d(Ni- 
Ni)l - 3.11 k 0.02 A. The close similarity between the results obtained for 
the pure and composite Ni/Co hydrous oxide films indicates that withip. the 
sensitivity of this technique, the presence of cobalt at a nominally 10 
metal-atom percent does not appear to significantly affect the structure of 
the nickel hydrous oxide. 

Unlike the behavior observed for composite Ni/Fe hydrous oxide films in 
the nominally fully oxidized state, for which contributions due to Ni2+ were 
invariably observed, the Ni-Ni shell for a fully oxidized 9:l composite 
Ni/Co film displayed a single well-defined shell attributed to Ni3+ sites. 

0.30 V vs. SCE) and oxidized (+0.30 V) states (see Curves a and b 4, 
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This affords unambiguous evidence that under these conditions the nickel in 
Ni/Co films can be completely oxidized, leaving no residual Ni2+ ions in the 
lattice. 

C. Cobalt K-Edee 

A number of interesting conclusions can be drawn from the analysis of 
the FT of the k3x(k) Co K-edge EXAFS spectra of these composite Ni/Co films 
(see Figure 5). In particular, the best fit to the Co K-edge EXAFS data 
yielded a value of d(Co-0) - 1.90 2 0.02 A and thus, within experimental 
error, is identical to d(Co-0) in crystalline CoOOH, i.e., 1.90 A.14 This 
observation is consistent with the presence of cobaltic sites in the 
lattice, as proposed on the basis of the XANES data. More noteworthy, 
however, is the fact that composite Ni/Co films purposely charged only 
partially (obtained at i0.32 V: see curve c, Figure 5 )  displayed clearly 
resolvable Co-Ni shells associated with Co3+-Ni2+ and Co3+-Ni3+ 
interactions. These results clearly indicate that the co-electrodeposition 
procedure generates a single phase, mixed metal hydrous oxide, in which 
cobaltic ions occupy nickel sites in the NiOz sheet-like layers and NO 
intermixed phases each consisting of a single metal hydrous oxide. 
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ABSTRACT 

Discharge curves for the nickel hydroxide electrode are simulated assuming resistances 
due to diffusion of protons and conduction of electrons through the active nickel hy- 
droxide film as well as charge-transfer resistance at  the film/electrolyte interface con- 
tribute to the polarization losses of the electrode. Previous models which have com- 
bined these three resistances into a pseudocharge-transfer resistance predict discharge 
curves which are higher and flatter than experimental data, and material utilization 
which is unrealistically high. The present model predicts realistic trends as a function 
of discharge rates. In addition, the governing equations have been solved analytically 
which allows the model of the active film to be integrated into our battery models. 

INTRODUCTION 

Battery models that can predict the effect of operating conditions on battery life and performance 
are extremely valuable to  battery users and manufacturers. Model predictions can provide qudity 
assurance that the batteries being manufactured are of consistently high quality, and provide 
indicators well in advance of failure so that steps can be taken to adjust operating condition and 
prolong battery life. In addition, a variety of design parameters can be investigated to aid an 
electrode development program. 

Theoretical discharge curves have been generated by a number of investigators 11)-[5] us- 
ing a one-dimensional, macrohomogeneous model. The spatial dimension of interest is in the 
direction perpendicular to the current collectors, and therefore the polarization loss across the 
NiOOH/Ni(OH), active film is assumed to be due solely to charge-transfer resistance. Although 
these models reveal the importance of transport limitations in the electrolyte phase, they pre- 
dict nickel electrode potentials as a function of time which are larger and more constant than 
experimental data. They also predict material utilization on discharge which is unrealistically 
high. Sinha [lo] developed a model of a porous electrode in which the solid active material was 
described using semiconductor theory. This model, however, contains many parameters that can 
not be obtained experimentally. 

Experimentally it has been suggested that proton diffusion and ohmic drop in the active 
material may contribute appreciably to overall polarization losses [6]-[E]. Two dimensional, 
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I macrohomogeneous models have been developed to account for the diffusion of protons in the 

active nickel hydroxide film [9] and diffusion coupled with electronic resistance of the film [ll]. 
One of the rationals for including variable electronic resistance in the later model 1111 is that the 
nickel hydroxide is an electrical insulator in the reduced state and a conductor in the oxidized 
state. The.drawback of these models is that the solution procedure requires a large amount of 
computer memory and computational time. 

In this paper, an analytical solution is given which accounts for proton diffusion and vari- 
able electronic conductivity in the film. This solution can be used in conjunction with a one- 
dimensional, macrohomogeneous model to achieve the results obtained by Mao et al. [ll], but 
with considerably less computer power. In addition, the analytical solution can be used to simu- 
late electroanalytical techniques in order to extract kinetic, transport, and electriconic resistance 
parameters from experimental data. 

MATHEMATICAL MODEL 

The discharge reaction at the nickel electrode is generally expressed as 

NiOOH + HzO + e- -.+ Ni(OH), + OH- (1) 

Proton diffusion into the bulk of the solid phase makes it possible for this reaction to continue 
at the film/electrolyte interface. The kinetic expression given by previous investigators [5, 111 is 
used to relate the current to the potential driving force and proton concentration at this interface. 
For a constant current discharge, this expression can be written in dimensionless form as 

1 = I ,  [(l - R,)eaq" - 8,e-nc's] (2) 

where R, is the state-of-charge at the film/electrolyte interface and is related to the proton con- 
centration at this surface by 

8. = 1 - C. (1 - 8") (3) 
and +s is the dimensionless potential driving force at the surface defined as 

The dimensionless potential driving force, therefore, is the potential drop across the film/electrolyte 
interface relative to a reference potential (Urd = 0.440 V versus SHE which is the open circuit 
potential for Ni(OH)? at a degree of discharge of 0.5 in 31% KOH). (See the notation section and 
Table 1 for a complete list of variable and parameter definitions, respectively.) 

In order to  obtain C., the concentration profile of protons in the nickel hydroxide film must 
be obtained as a function of time. It is assumed that the proton concentration in the film is 
governed by the time-dependent, one-dimensional diffusion equation. In dimensionless form this 
equation can be written as 

ac a2c - a7 = ayz ( 5 )  

The initial proton concentration is uniform, the proton concentration gradient is zero at the 
film/substrate interface (Y = 0), and the concentration gradient is proportional to the current a t  
the !Xm/electrolyte interface (Y = 1). The initial and boundary conditions can be written as: 
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aC (5b) Y = 0; - = 0 
ay 

l3C 1 
( 5 c )  Y =  1; - = ~ 

a Y  D(1 - 80) 

The Laplace transform of equation 5 is taken with respect to  T ,  the resulting ordinary dif- 
ferential equation for the transformed concentration is solved, and the solution is invert back to 
the time domain resulting in 

In order to obtain the applied potential, ohm's law must be integrated from the conducting 
substrate (Y = 0)  to the electrolyte (Y = 1) giving the following expression at room temperature. 

applied potential (mV vs SHE) = 440 + 25.7 [.a + $1' -&4] (7) 

where 
~ ( Y , T )  = exp [-24.45(1 - 8°)4C4] 

Note that for a constant current discharge 

degree of discharge = (1 - 8") + T/V (9) 

RESULTS AND DISCUSSION 

Figure 1 shows the effect of discharge rate on discharge curves for nickel hydroxide. The term 
c/n is the  current which causes the electrode to completely discharge in n hours. Each curve 
was obtained by solving equation 6 a t  Y = 1, solving equation 2 for Q,, obtaining the applied 
potential from equation 7,  and then repeating these steps at successive points in time. The values 
used to calculate the dimensionless parameters given in Figure 1 are listed in Table 2. 

The convergence of the series in equation 6 was accelerated using Richardson extrapolation 
[13] and a binomial averaging algorithm (141 for Y = 1 and Y # 1, respectively. Equation 7 was 
integrated numerically using Simpson's rule, and Newton's method was used to obtain Q, from 
equation 2. 

Three features which are observed experimentally are also seen in the theoretical discharge 
curves shown in Figure 1. The first feature is the curvature observed during the early stages of 
discharge (degree of discharge < 0.05). The other two features seen in Figure 1 are the potential 
dependance of the middle plateau and the abrupt drop in the potential as a function of discharge 
rate. This abrupt drop in potential is a critical characterist of the discharge curve since the  
electrode losses its energy producing capability at this point and the remaining capacity can not 
be utilized. 

It is unclear from Figure 1 what the relative contributions of mass-transfer, ohmic, and kinetic 
resistances are to the observed polarization losses. Figures 2-4 were generated at a discharge rate 
of c/2 in order to isolate the individual resistances, and determine their effect on the discharge 
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curves. The polarization losses seen in Figure 2 are due solely to kinetic resistance since 2, and 0 
were increased by many orders of magnitude. Kinetic resistance alone can not account for two of 
the three trends observed experimentally. Kamely, utilization is not affected by kinetic limitations 
since approximately 100% utilization is observed even when kinetic resistance (or discharge rate) 
is increased two orders-of-magnitude from the base case. The curvature of the discharge curves 
is also lost as kinetic resistance is increased relative to discharge time. This observation suggests 
that kinetic resistance may be a small contributor to  the overall polarization losses observed in a 
nickel hydroxide electrode. 

The polarization losses seen in Figure 3 are due solely to the mass-transfer resistance of 
protons through the active nickel hydroxide film. The same trends seen in Figure 1 are observed 
in Figure 3. Consequently, diffusion alone could account for cunature during the early stages of 
discharge, and a middle plateau and material utilization which are functions of discharge rate. 

Figure 4 shows the polarization losses due to ohmic resistance. Curvature is seen at  the early 
stages of discharge, and material utilization decreases as ohmic resistance relative to discharge 
time increases. However, a four order-of-magnitude increase in ohmic resistance did not affect 
utilization as much as a one order-of-magnitude increase in mass-transfer resistance did. In 
addition, polarization losses at the midpoint of discharge are not a function of discharge rate. As 
with kinetic resistance, ohmic resistance alone can not account for all the trends observed from 
experimental discharge curves. 

CONCLUSIONS 

Discharge curves for the nickel hydroxide electrode were simulated assuming resistances due to 
diffusion of protons and conduction of electrons through the active nickel hydroxide film as well 
as charge-transfer resistance at the film/electrode interface contribute to the polarization losses 
of the electrode. The model was able to predict realistic trends as a function of discharge curves. 
The results suggest that polarization losses due to diffusional limitations of protons is a critical 
factor in determining the shape of the discharge curve. Variable electronic resistance has a 
noticable effect on the discharge curve but it alone can not account for all the observed trends. 
Charge-transfer resistance is insignificant relative to ohmic and mass-transfer resistance. 

NOTATION 
CH+ 

GI+ 
c 
c, 
DH+ 
f 

CNi 

F 

proton concentration, mol/cm3 
proton concentration, mol/cm3 
concentration of nickel sites, mol/cm3 
dimensionless proton concentration, cH+ / c i+  
dimensionless proton concentration at Y = 1 
diffusion coefficient for protons, cm2/s 

Faraday's constant, C/equiv 
F/RT, V-' 

i current density, A/cm? 
10 exchange current density, A/cmz 
1 
n 
R gas constant, JI(mo1.K) 
t time, s 
T temperature, K 

thickness of the nickel hydroxide layer, cm 
hours required for complete discharge, hr 
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Uwr open-circuit potential, V 
Y 
1' dimensionless distance, y i  I 

distance from the film/substrate interface, cm 

anodic transfer coefficient 
cathodic transfer coefficient 
state-of-charge at  1.' = 1 
initial state-of-charge 
dimensionless conductivity 
initial conductivity, (ohman)- '  
potential drop across film/electrolyte interface, V 
dimensionless potential driving force at 1' = 1 
dimensionless time, t D H t  / I '  

References 

[l] Choi, K. W. and N .  P. Yao, Proceedings of t h e  Symposium on B a t t e r y  Design a n d  
Optimizat ion,  S. Gross (ed.), The Electrochemical Society Inc., Princeton, N J  (1979). 

121 Micka, K. and I. Rouiar, Electrochim. Acta, 25, 1085 (1980). 

[3] Micka, K. and I. RouSar, Electrochim. Acta, 27, 765 (1982). 

(41 Fan, D. and R. E. White, J .  Electrochem. SOC., 138, 17 (1991). 

[5] Fan, D. and R. E. White, J. Electrochem. SOC., 138, 2952 (1991). 

[6] G. W. D. Briggs, and P. R. Snodin, Electrochim. Acta, 27,565 (1982). 

171 Zimmerman, A. H. and P. K. Effa, J .  Electrochem. Soc., 131, 709 (1984). 

(81 Zhang, C. and S. Park, J. Electrochem. SOC., 134, 2966 (1987). 

191 Bouet, J., F. Richard, and P. Blanchard, Proceedings of the Symposium on Nickel Hydmzide 
Electrodes, D. A. Corrigan and A. B. Zimmerman, Eds., p. 260, The Electrochemical Society 
Inc., NJ (1990). 

(IO] Sinha, M., -4 Mathematical Model for the P o m w  Nickel Hydmzide Electrode, Dissertation, 
University of California, Los Angeles, 1982. 

[ll] Mao, Z. R. E. White, and J. Newman, Submitted to, J. Electrochem. Soc. (1992). 

[12] Delahay, P., J. Am. Chem. Soc., 75, 1190 (1953) 

[13] Bender, C. M. and S. A. Orszad, Advanced Mathemat ica l  M e t h o d s  for Scientists 

[14] Dahlquist, G. and 4. Bjijrk, Numerical  Methods ,  Translated by N. Anderson, Prentice 

and Engineers, McGraw Hill, New York, NY (1978). 

Hall, New York, NY (1974). 

1468 



P a r a m e t e r  In te rpre ta t ion  Definition 

discharge time 360071 DH? 
mass-transfer resistance I ?  

z, 

dischar e time 3600n io 
Io charge-transkr resistance F C ~ ~ J  

0 fscharge time 3600n uo 
o mic resistance fFCsjl? 

Table 1: The definitions of the dimensionless parameters that govern discharge curves in nickel 
hydroxide. 

cy; = 0.040 mol/cm3 

io = 6.0 x A/cm2 

u0 = 0.1185 (ohm.cm)-’ 

02 = 4.6 x lo-” 

I = 5.0 x lo-” cm 

T = 293 K 

a. = a, = 0.5 eo = 0.99 

Table 2: Parameters used to obtain Figure 1 1111. The three dimensionless parameters that result 
from these values are listed in Figure 1. 
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ABSTRACT 

Fuels for fuel cells in transportation systems are likely to be methanol, natural gas, hydrogen, propane, 
or ethanol. Fuels other than hydrogen will need to be reformed to hydrogen on-board the vehicle. The 
fuel reformer must meet shingent requirements for weight and volume, product quality, and aansient 
operation. It must be. compact and lightweight, must produce low levels of CO and other byproducts, and 
must have rapid start-up and good dynamic response. Catalytic steam reforming, catalytic or non- 
catalytic partial oxidation reforming, or some combination of these processes may be used. This paper 
discusses salient features of the different kinds of reformers and describes the catalysts and processes 
being examined for the oxidation reforming of methanol and the steam reforming of ethanol. Effective 
catalysts and reaction conditions for the former have been identified; promising catalysts and reaction 
conditions for the latter are being investigated. 

INTRODUCTION 

Elecaic vehicles powered by fuel cells require hydrogen as the fuel. This can be obtained directly from 
onboard pressurized cylinders. for example, Ballard Power Systems, Inc., will be unveiling a 9.75 m (32- 
ft.), 20 passenger bus later this year in Vancouver, British Columbia. This bus will be powered by a 100 
kW polymer electrolyte fuel cell (PEFC), with hydrogen stored as compressed gas at 20.7 MPa (3000 
psi). The driving range will be limited to 161 km (100 miles). 

On a commercial level, the logistics of hydrogen supply to refueling stations, the mechanism of cylinder 
exchange or refueling at the stations, the driving range (Le., the time/distance required between 
refueling), the weight penalty imposed due to a bulky and heavy cylinder, and the safety concerns of 
carrying a cylinder of hydrogen have led to a search for alternative hydrogen storage systems or 
alternative fuels from which hydrogen can be produced onboard. 

Hydrogen can also be stored as a metal hydride or as an adsorbed gas on activated carbon. These 
methods require a large weight and volume per unit of hydrogen stored. Consequently, the amount of 
hydrogen that can be stored onboard is limited. In turn, the driving range of the vehicle is limited. 
Reforming of liquid fuels provides a viable alternative to on-board hydrogen storage. These fuels would 
preferably be liquids or capable of being liquefied at moderate to low pressures, can easily be made 
available at the refueling stations, and possess a high hydrogedcarbon ratio. 
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Of the different fuels being considered for use in fuel-cell powered vehicles, methanol has clear 
advantages in terms of fuel stora e and dismbution as it can be used with minimal disruption to the 
present fuel distribution networkj*21 Methanol is a commodity chemical; it can be manufactured from 
coal, natural gas, or other feedstocks; and can easily be reformed to hydrogen at low temperatures. 
Ethanol, another alternative, is a renewable energy source produced from corn or other biomass and has 
30% more energy than an equal amount of methanol. 

The fuel cell powered bus program, sponsored jointly by the Departments of Energy and Transportation 
(DOEDOT) is planning to field test prototype buses. These 8.8-m (29-ft) long, 20-27 passenger buses 
will be powered by a battery combined with a phosphoric acid fuel cell. Liquid methanol will be 
reformed onboard to provide the hydrogen for the fuel cell. 

An on-board fuel processor has to meet a number of reshictions unique to msportation applications. 
The fuel processor needs to be compact and lightweight, since the vehicles have limited space and the 
total vehicle weight determines the power requirements and thus the "engine" size. Depending on the 
type of fuel cell that receives the hydrogen-rich reformate, the quality of the reformate can be very 
important. For example, polymer elecmlyte fuel cells (PEFC) are very sensitive to the levels of carbon 
monoxide in the reformate and contaminants such as formic acid, acetic acid, acetaldehyde. 

On-board fuel processors need a rapid start-up capability, is.,  they should be able to warm up to reaction 
conditions and deliver the required hydrogen to the fuel cell very quickly. Non-steady state operation 
(acceleration, braking) being an integral part of transportation power requirements, the fuel processor 
must be responsive to changes in hydrogen demand and have a high turndown ratio (idling). 

If the fuel processor is designed around a catalytic reformer, the above-mentioned conshaints rranslate, 
in terms of the catalyst, to the following. The catalyst should be very active to achieve a compact, 
lightweight reactor give good product selectivity to obtain high hydrogen fractions as well as minimize 
reformate cleanup; and operate at relatively low temperatures to enable rapid heatup to reaction 
conditions. In addition, the catalyst should be rugged - capable of withstanding the vibrations; should 
have a long life - not requiring frequent regeneration or recharging; and should possess good thermal 
propemes -high thermal conductivity to avoid horlcold spots and resistance to sintering. As always, the 
material cost and availability are important issues as well. 

REFORMING AND REFORMERS 

Fuel reformers are commonly used in chemical process industries for the manufacture of hydrogen from 
common feedstocks such as natural gas, propane, butane, and naphtha. The two most commonly used 
processes are (1) steam reforming and (2) partial oxidation in the presence of steam. Catalysts for the 
steam reforming process have already been demonstrated for methanol[31 and 

Fuel reformers for the production of hydrogen for use in fuel cells have been developed more recently. 
Much of this development work, however, has concentrated on stationary applications, with essentially 
constant system load and process throughput. Reformers have been built and tested for convening 
methanol and natural gas to a hydrogen-rich fuel gas. Reforming of a variety of others fuels, including 
gasoline, diesel, and naphtha, has also been demonsrrated. For constant-load stationary applications, 
steam reforming is preferred over partial oxidation reforming, since the former provides a higher o v e d  
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system efficiency as well as a reformate with a higher hydrogen concentration. Steam reforming is 
endothermic and requires the input of thermal energy. 

Methanol steam reforming is a well-studied reaction. The reaction stoichiomeaies for the steam 
reforming of methanol and ethanol are shown in Equations (1) and (2). Both reactions are endothermic. 

CH30H(O + 4 0 0  = 0,+ 3H2, 
CH3C%0H(~) + 3%0(1~ = 2 0 ,  + 6 % .  

131 k~ (1) 
q,B8= 347 kJ (2) 

Commercial catalysts can catalyze reaction (1) at relatively low temperatures (15Oo-25O0C) with good 
selectivity. The catalysts are sufficiently active that the reformer designs are not limited by the reaction 
rate, but by the rate at which the heat for the endothermic reaction can be provided. Not surprisingly 
then, the reformer designs are more akin to heat exchangers than to conventional catalytic reactors. 
Several manufacturers have come up with various designs that look like shell-and-tube (Engelhard 
C~rp.[~])  and plate-and-friune (Ishikawajima-Harima Heavy Indusaies161) heat exchangers. The packed- 
bed reformer built under the joint General Motors-AllisonLos Alamos National program 
uses an elecaic heater and gas recycling to maintain the desired bed temperatures. The presence of the 
recycle stream also serves as a surge tank to meet limited transient needs. 

At prcsent. effective catalysts or reformers have not been demonstrated for the steam reforming of 
ethanol. 

The reactions for partial oxidation reforming are exothermic, and the reaction stoichiomeaies for 
methanol and ethanol are shown in Equations (3) and (4). 

CH30H(0 + %02 = C 0 2 + 2 H , ,  q, -155 kJ (3) 
CH3WOH(l) + 1.50, = 2C02 + 3%. 4, -510 kJ (4) 

Although a good partial oxidation reforming catalyst has been found at Argonne, the same cannot be said 
for the partial oxidation reforming of ethanol. Testing of the methanol partial oxidation catalyst and the 
search for an ethanol partial oxidation catalyst are continuing. 

For transpqrtation applications, the partial oxidation reformer can be much superior to the steam reformer 
with respect to its start-up and load-following performance.[’] For example, during start-up the reaction, 
once ignited, generates its own heat and thus can heat up the catalyst bed within a very short time. In 
contrast, the steam reforming catalyst bed receives the heat from across a surface. Similarly, at times of 
acceleration, the partial oxidation reformer merely requires additional feed, whereas the steam reformer 
requires both additional feed and heat, the latter being supplied across a boundary. 

The partial oxidation reformer, using air for the oxidation process, produces a reformate that contains 
nitrogen. which reduces the hydrogen concenwtion in the reformate stream. In comparison, the steam 
reformer can, theoretically, provide up to 75% hydrogen in the reformate stream. 

CATALYSTS FOR PARTIAL OXIDATION OF METHANOL 

A number of catalysts for the partial oxidation of methanol have been studied in the laboratory. The tests 
consisted of methanol and water vapors fed in with a helium stream, mixed with oxygen, and passed 

I 
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over a catalyst bed (-0.5 g) at temperatures of 150-40O0C. The product stream was analyzed with a gas 
chromatograph. 

Table 1 shows the product dismbutions obtained with some of these materials. Column 1 (methanol) 
shows that the Co/Si02 gives the highest (100%) conversion, but the hydrogen fraction is quite low at 
24%; most of the hydrogen produced is oxidized to water (52%), which is undesirable. The CuZnO gives 
the highest hydrogen fraction; its overall conversion is very good, with only 1.6% methanol in the 
product stream; and this catalyst produces no methane. Although some CO is produced, if necessary, it 
can be converted via the water-gas shift reaction at low temperatures. Of the materials tested, the CuZnO 
catalyst appears to be the best choice in terms of activity and selectivity. 

Table 1. Methanol Partial Oxidation Products Obtained with Different Materials 

r 

Figure 1 shows the methanol conversion and hydrogen selectivity obtained with CuZnO as a function 
of temperature. Starting at a conversion of 70% at 275OC. the conversion increases and reaches nearly 
98% at 325OC. At 4 m C ,  all of the methanol gets converted. The level of hydrogen in the product stream 
remains almost unchanged at 63% throughout the temperature range. The maximum hydrogen mole 
percent achievable, as indicated from the reaction stoichiometry, is 67%. The figure also shows the levels 
of carbon monoxide, which is an undesirable product for low temperature fuel cells, such as the PEFC. 
The carbon monoxide does increase with temperature, but even at 4OoOC. it is a moderate 2%. Further 
testing of this catalyst in a bench-scale reformer is in progress. 

CATALYSTS FOR STEAM REFORMING OF ETHANOL 

A number of nickel-based catalysts have been studied in a reactor loaded with -2 g of catalyst at 
temperatures of 250-45OoC and fed a mixture containing 20 mol % ethanol (80 mol % water). The 
product gases were analyzed for hydrogen, carbon monoxide, carbon dioxide, and methane. A gas 
chromatograph was used for this analysis. The conversions were estimated from the product gas flow 
rates, ranging from 20 to 55%. Figure 2 shows the distributions in the gaseous product obtained with 
one of these catalysts as a function of temperature. At 25OoC, the gaseous product was predominantly 
hydrogen (56%), carbon monoxide (23%). and methane (25%). With increasing temperature the CO 
fraction dropped sharply and was accompanied by increased fractions of carbon dioxide and methane. 
At -400°C, the and CH, fractions passed through a minimum and maximum, respectively. Above 
400°C, the C02 was found to level off, the CO and H2 started to increase, while the methane fell off 
sharply to under 25%. The products also contained some acetaldehyde and acetic acid. The catalyst was 
found to deactivate due to coke deposition. 
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This product dismbution suggests a reaction mechanism involving dehydrogenation of ethanol, followed 
by dissociation of acetaldehyde to form methane and carbon monoxide. The decreasing levels of carbon 
monoxide indicate some conversion via the water-gas shift reaction. This is consistent with other 
studiesIs] with nickel, where ethanol was found to undergo dissociation, leading all the way to coke 
deposition. Some other formulations showed lower conversions and higher levels of carbon monoxide. 

The presence of methane in the product stream represents a loss in hydrogen-producing capacity, because 
the reforming of methane requires temperatures higher than 7ooOC. Other materials and formulations 
which will catalyze mechanisms offering berter product selectivity are. being investigated. 

CONCLUSIONS 

Fuel cells for transportation applications offer some choices and impose some unique resmctions upon . 
the fuel processor. The choice of fuel, the weightholume limitations, the rapid startup and uansient 
response requirements, the need for durability in a mobile environment, and the overall efficiency of the 
fuel cell system are important considerations in the design of the fuel processor. 

Methanol and ethanol have the potential to be the fuel of choice, provided the reforming processes can 
be demonstrated within the boundaries of the application requirements. Catalytic partial oxidation of 
methanol can provide the rapid startup and dynamic performance demanded in transportation 
applications, and a copper-zinc oxide catalyst is capable of supporting such a reformer. 

Alternative reformer designs are being evaluated, and the catalyst screening continues for the steam 
reforming and partial oxidation reforming of ethanol. 
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THE EFFECT OF CARBON MONOXIDE CONTAMINATION 
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ABSTRArn 

Carbon monoxide (CO) contamination in the anode feed acts as a poison to platinum 
electrodes in proton exchange membrane (PEM) fuel cells. The CO is preferentially adsorbed 
onto the platinum, blocking active catalyst sites which are required for hydrogen oxidation. An 
empirical model of the performance of a Ballard PEM fuel cell based on a mechanistic analysis 
of the gas-electrode-interface has been developed by our group. This model was modified with 
a CO surface coverage term to'account for the .effect of CO contamination on the fuel cell 
output voltage. The effect of CO enters the model as a reduction in the exchange current which 
results in an increase in activation voltage losses. 

A proton exchange membrane (PEM) fuel cell system combines hydrogen and oxygen 
electrochemically via catalyzed reactions. The products of these reactions are electrochemical 
energy and water. Hydrogen can be obtained by steam reforming methanol or other light 
hydrocarbon fuels. The reformate feed gas may contain up to 5 % carbon monoxide (CO) by 
volume, which can be reduced to 100 ppm using a selective oxidizeru. Even small traces of 
CO, however, can cause significant reductions in fuel cell performance. It has been shown' that 
even 30 ppm of CO can cause a 48 % drop in the output cell voltage of a PEM fuel cell 
lowering it from 0.60 V to 0.31 V at 150 Amps. Other researchers' have reported output 
voltage drops up to 90 % for 100 ppm of CO at a current density of 650 ASF. 

Adsorption of carbon monoxide greatly reduces the activity of the platinum 
electrocatalyst by blocking active catalyst sites'. CO poisoning thus reduces the voltage output 
of a PEM fuel cell by limiting the number of catalyst sites available for the hydrogen oxidation 
reaction. The mechanism for the electrochemical oxidation of molecular hydrogen on platinum 
is believed to proceed according to the Tafel-Volmer Sequencew: 

H, + 2 M  * 2 M H  [I1 

2 M H  2 M  + 2 H '  + 2 c -  P I  
The rate controlling reaction step is the dissociation of the adsorbed hydrogen molecule to two 
hydrogen atoms (shown in reaction [l]). CO impurities in the hydrogen feed, may result in 
another competitive adsorption process: 

1477 



CO + n M  9 n C0.M 131 

where n is the average number of platinum sites occupied by each carbon monoxide molecule. 
It has been reported' that 1 5 n s 2. These inhibiting effects of CO can be explained through 
the kinetics of the anode reaction in the fuel cell. 

The output voltage of a PEM fuel cell consists of three terms: the thermodynamic 
potential, the activation overvoltage, and the ohmic overvoltage, with mass transport losses 
incorporated into each of the terms': 

Y = E + '1, + '1- 141 

where act and 
polarisation due to kinetic losses at the anode has been defined by Berge?: 

are both negative terms which decrease the total output voltage. The 

RT Io 
2F I 

q, = - In- 151 

where the exchange current density, Io, is always less than the actual current density, I. The 
exchange current density for a fuel cell is defined as the current density in either direction at 
reversible conditions'. This occurs at zero overvoltage when the anodic and cathodic currents 
are equal. 

DERIVATION OF A PERFORMANCE MODEL INCORPORATING THE EFFECIS OF 
co 

The rate limiting process for the kinetics of the anode reaction is the chemisorption of 
hydrogen onto active catalyst sites'. The exchange current density is thus dependent upon the 
rate of chemisorption. As CO is preferentially adsorbed onto the platinum, the rate of 
hydrogen chemisorption will decrease, lowering values of current density and increasing the 
activation overvoltage. The fraction of the total platinum sites that are available, e,, will be 
reduced by the fractional CO surface coverage, Om, so that the fraction of the catalyst that is 
available for hydrogen chemisorption becomes: 

e, = 1 - ea - eco 
A special case of this conservation equation applies at zero current when all values are at an 
steady-state, zero overvoltage condition: 

161 

The electrode potential in the presence of CO can be expressed asw 

Vogel and co-workers' proposed that the exchange current density for pure hydrogen (no CO 
contamination) be defined as: 
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I o  = 2FkCH2( l-e,,,)’ [91 

and the exchange current density with CO contamination be defined ass 

Therefore, the effects of CO can be expressed by combining Equations [9] and [l0Iw: 
I:~ = Io(i-eco,)2 WI 

where Ioco is the exchange current density for a CO site coverage of and Io is the 
exchange current density with no CO contamination. Combining Equations [5] and [ll] yields 
the following expression for the activation overvoltage with CO effects: 

I, 
Rearranging Equations [4] and [12] produces a relationship between the steady-state (ie. zero 
current) fractional surface coverage of CO and overvoltage: 

1131 1 ecop = 1 - exp [ (qm-qm,co) 

Now that the CO concentration can be expressed as a surface coverage, the next step is to 
incorporate the CO surface coverage term into a fuel cell performance model. Combining 
Equations [4], [12], and [13] will yeild the simple expression for the fuel cell output voltage: 

RT 
F 

as the general case for any PEM fuel cell where V is the cell voltage for a zero CO content. 
A model predicting the output voltage of a PEM fuel cell (a Ballard Power System 

Mark IV single cell with Nafionm membrane, Pt catalyst and an active surface area of 50.56 
an2) has been developed by our group’“”. Mechanistic expressions were developed for each 
term in Equation [4], leading to an expression with seven unknown coefficients. These model 
parameters were determined by least squares linear regression using the experimental data 
based on the Ballard single cell. The following empirical expression was obtained: 

[141 v,, = Y + --h(i-em,) 

7 

c V = 1.23 - 0.85*10-3(T-298.15) + 4.31*10”*T[ln(p,~+2h@0~] 1 

- 0.951 + 3.12*10”T - 1.87*1O4T~(i)1 + 7.40*10”T[ln(~~)] 

[151 + 0.016 - 3.5*10”T + 8.0*10-’i 

The operating range for each experimental variable were as follows: 50 ASF 5 1 5  300 ASF, 
328 K 5 T 5 300 K, 0.64 atm 5 po2 5 3.06 atm, and 1.99 atm 5 pW 5 3.06 atm. By 
combining Equations [14] and [U], the effect of CO contamination can be incorporated into 
the performance model of the PEM fuel cell. 
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APPLICATION OF THE MODIFIED PERFORMANCE MODEL TO PUBLISHED DATA 

Figure 1 shows the experimentally measured effect of CO contamination on the output 
voltage of a PEM fuel cell as reported by Lemons’. The derivation of Equation [I31 implies 
that Oca,, does not vary with current density (based on the definition of exchange current). 
Equation [I31 therefore predicts that the decrease in the output cell voltage, (V - Vco), should 
be uniform over the polarization curve as shown in Figure 2. The values of used to 
generate Figure 2 are based on the values of (V - Vco) at 700 ASF for each level of CO 
contamination shown in Figure 1. These values of e,,, are given in Table 1. A current density 
of 700 ASF was chosen, since the high current density end of a polaristion curve is more likely 
to be at steady-state during an experiment than the low current density end. 

DISCUSSION 

, Comparing Figures 1 and 2, it is clear that the modified performance model, 
incorporating the effect of CO based on the analysis of Dhar and Vogel, does not predict the 
observed variation in fuel cell performance reported by Lemons. Assuming €Ico,, does not vary 
with current density, Equation [I41 is not able to account for the points of inflexion seen in 
Figure 1. Several explanations for this disagreement are possible. 

It is commonly known that the complex multi-phase system at the electrolyte- 
electrocatalyst-gas interface is very slow in reaching steady-state. The processes involved, such 
as membrane hydration, catalyst surface equilibration and water removal, can undergo very 
slow transients as operating conditions are changed. It is possible, therefore, that there is a 
systematic error in the measured output cell voltage which varies with current density in the 
data reported in Figure 1 because steady-state was not fully attained. If Figure 1 is compared 
with Figure 2, it is clear that the experimental values of are lower than that of the 
predicted values. This could imply that the CO poisoning process is still underway, perhaps too 
slowly to be evident, and that the experimental values of act,CO are still increasing, 

A second possible explanation is that the assumption of Oc0 remaining constant at e,,, 
for a particular CO concentration (as concluded by Dhar9) is not valid. A conservation analysis 
of the concentration of chemisorbed H, OH, will indicate that the value of 8, is determined by 
the relative rates of H atoms occupying vacant sites and vacating occupied sites. If the removal 
rate increases, e,, decreases. When the basic two processes, adsorption and desorption, are 
joined by a third, the movement of protons from platinum sites into the membrane toward the 
cathode, OH should decrease. The greater the cell current densisty, such that the greater the 
required proton flux from the anode to the cathode, the lower eH should be. Since hydrogen 
and CO are involved in a competitive chemisorption process, a decrease in 8, should pennit 
a decrease in Oca. Thus higher currents should cause a higher fraction of the Pt sites to be  
poisoned by CO and the performance of the cell to degrade. This hypothesis can be indirectly 
tested as follows. As explained earlier, the 700 ASF data from Lemon’s paper were used to  
estimate Oca,, at each CO level via Equation [13]. If instead, overvoltages at other current 
densities are used to make the same estimation, the results in Figure 3 are obtained. Since the 
choice of 700 ASF data was somewhat arbitrary, it would be expected, for a particular ppm 
level of CO in the anode gas, that the same value of e,,, would be calculated from Equation 
[13] for all current densities. Figure 3 makes it clear that this is far from true. 
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CONCLUSIONS 

The model previously proposed”$ to account for the effect of CO contamination on the 
activation overvoltage in PEM fuel cells does not appear to explain the one available set of 
published data*. It is possible that either the model or the data are at fault. More work, both 
theoretical and experimental, is required. 

\ 

Table 1. The sulface coverage of carbon 
monxide as a function of CO concentration 
based on Lemons’ data at 700 ASF. 
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Figure 1. Experimental data on the effects 
of CO impurities on a PEM fuel cell 
(reconstructed from Lemons, R.A.. J of 
Power Sources 29, 251 (1990))’ 

Ngure 2. The predicted effects of CO on Ngure 3. CO surface coverage on a 
the Bdard Mark IV fuel cell performance platinum catalyst as a function of current 
using e, data from Table 1. density based on Lemons’ data. 
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NOTATION 

A active surface area, cm2 
ci 
CO carbon monoxide 
E thermodynamic potential, v 
F Faraday's Constant 
I current density, ASF 
Io exchange current density, ASF 
i current, A 
K adsorption equilibrium constant, bar-' 
k reaction rate constant, mols-'.bar-' 
M available catalyst site 
MCO catalyst site with CO adsorbed 
MH catalyst site with H adsorbed 
N net number of electrons transferred in a reaction 
n average number of platinum sites occupied by the CO molecule 
pi partial pressure of species i in the fuel cell, bar 
R ideal gas constant, 8.314 J/mol-K Subscripts 
r reaction rate, mols" 
T 
V 

concentration of species i at the interface, r n o l ~ r n - ~  

CO 
H 
M unoccupied platinum "metal" site 
o steady-state condition 
T 

occupied by a CO molecule 
occupied by a hydrogen atom 

temperature of the fuel cell stack, K 
total cell output voltage, V 
activation overvoltage, V 

fraction of platinum surface sites 
ohd ohmic overvoltage, V 

total number of platinum "metal" sites 9 
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SPECTRUM OF R&D ACTIVITIES 
Research efforts in the area of proton exchange membrane fuel cells (PEMFC) at the Center 

for Electrochemical Systems and Hydrogen Research (CESHR), Texas Engineering Experiment 
Station (TEES), Texas A&M University System (TAMUS) involves multifaceted fundamental and 
applied approaches. Among the main goals in this effort are the attainments of high power 
densities and energy efficiencies and long lifetimes in PEMFCs with low Pt loading electrodes. 
Our efforts comprise of (1) microelectrode and single cell investigations for the determination of 
the electrode kinetic, mass transport and ohmic parameters as well as membrane characteristics 
such as ionic conductivity and oxygen solubility and diffusion coefficient and (2) the use of x-ray 
techniques such as XANES and EXAFS to understand the role of geometric and electronic factors 
in the electrocatalysis of oxygen reduction by the Pt-C and by binary alloys of Pt with base 
transition elements. In addition, are the efforts to optimize the membrane electrode assemblies to 
attain high catalyst utilization and lower mass transport losses. Besides these, are the engineering- 
related efforts towards improved water and thermal management in  50 cm2 cells and the modeling 
studies of the membrane electrode assemblies and of multicell stacks. The knowledge gained from 
these investigations are being incorporated in  the current projects for the development of multicell 
stacks, with performance capabilities acceptable for space and terrestrial (electric vehicles) 
applications. The progress made in  the above-mentioned areas of research and development are 
briefly summarized in the following sections. 

MICROELECTRODE TECHNIQUE TO DETERMINE ELECTRODE KINETIC, 
MASS TRANSPORT AND OHMIC PARAMETERS 

A novel microelectrode technique was developed to carry out these determinations at the 
platinum micrcelectrode/proton exchange membrane interface. An illustration of the experimental 
set-up for these measurements, as a function of temperature and pressure, is represented in Fig. 1. 
Cyclic voltammetric, chronoamperometric and AC impedance spectroscopic techniques were used. 
The purity of the system was assessed from the cyclic voltammograms at a sweep rate of 100 
mV/s. The electrode kinetic parameters for oxygen reduction were obtained from the mass transfer 
corrected Tafel plots, as obtained from the current versus potential plots recorded on the 
microelectrode at low sweep rates (< 10 mV/s). The analysis of chronoamperomeuic plots yielded 
the diffusion coefficients and solubilities of oxygen in the membrane. The results of the AC 
impedance studies lent insight on (i) specific resistance of the membrane; (ii) the grain boundary 
resistance and capacitance of the membrane; and (iii) the charge transfer resistance of the oxygen 
reduction reaction and the double layer capacitance as a function of potential. These parameters 
were determined as a function of operating temperature and pressure. A detailed study was c a n i d  
out using DuPont's NafionO membranes. Studies are in progress with the Asahi Chemicals 
AciplexO-S membranes. The results to date provide clear evidence for the better electrode kinetic 
and mass transport rates for oxygen reduction at the interfaces of platinum with proton exchange 
membrane rather than with aqueous acid electrolytes, such as sulfuric or perchloric acid. 

' 

OPTIMIZATIONS OF STRUCTURES AND COMPOSITIONS OF ELECTRODES AND OF 
MEMBRANE AND ELECTRODE ASSEMBLIES TO ATTAIN HIGH ENERGY 
EFFICIENCIES, HIGH POWER DENSITIES AND T O  ENHANCE PLATINUM 
UTILIZATION 

Considerable progress was made in these areas during the last five years at TAMU. 
Firstly, high energy efficiencies and high power densities were achieved with low platinum loading 
or (about 0.4 mp/cm*) electrodes using H d 0 2  or HdAir as reactants. Secondly, the platinum 
utilization was significantly enhanced in PEMFCs (Fig. 2) with electrodes containing only about 
0.1 mg/cm2 prepared in-house by the rolling method. It was also demonstrated that the platinum 
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utilization can be increased by using alloy electrocatalysts (Pt-Cr, Pt-Co, Pt-Ni). Thirdly, 
performance improvements were made possible by optimization of the Teflon contents in the active 
and diffusion layers. 

The alternate approach to attain high energy efficiencies and power densities is to use 
perfluorinated sulfonic acid membranes with higher water contents and specific conductivities. 
Previous studies by Srinivasan and his co-workers at Los Alamos National Laboratory and at 
Texas A&M University have demonstrated the considerably better performances with the Dow 
membranes than with NafionO. Our studies, since 1992, have revealed high levels of 
performances with Asahi Chemicals AciplexB-S membranes. These studies also demonstrated the 
advantages of increased temperature for hot-pressing of the membrane and electrode assemblies to 
considerably higher values (say by about 200C) than the glass-transition temperature. 

GEOMETRIC FACTORS ON THE ELECTROCATALYSIS OF OXYGEN REDUCTION BY 
BINARY PLATINUM ELECTROCATALYSTS 

The x-ray absorption studies (XAS) were conducted at Brookhaven National Laboratory 
(BNL) by McBreen and Mukerjee. The combination of both XANES (x-ray absorption near edge 
structure) and EXAFS (extended x-ray absorption fine structure) provide a powerful tool, 
especially because of the in situ capabilities, to elucidate the mechanism of electrocatalysis of 
oxygen reduction on the alloy electrocatalysts (Pt-Cr, Pt-Co, Pt-Ni, Pt-Fe and Pt-Mn). The XAS 
studies were made both in  the transmission and fluorescent modes using the National Synchrotron 
Light Source at BNL. XAS measurements were made at the Pt Lz and L3 edges as well as the K 
edge of the respective alloying component. The in situ measurements were made at various 
potentials in the range from 0 to 1.0 V/RHE. The EXAFS investigation on the Pt-Ni alloy rules 
out any evidence for a redox mechanism and was conf i ied  by the lack of potential dependence in 
the XANES studies. However, an increase of the Pt L3 XANES reveals an emptying of the d 
states. The results on Pt-Co indicate a similar behavior. The XANES for Pt-Cr does not show 
any effect on the Pt-d states indicating a different electrocatalytic pathway from that of Pt-Ni. The 
lack of dependence of the Ni XANES and EXAFS with respect to potential suggest the possibility 
of the outer alloy surface being Pt. A correlation of the electronic and geometric factors for Pt and 
the alloys, as ascertained from the XANES and EXAFS studies, during oxygen reduction at two 
potentials is presented i n  Table 1. Optimum values for the d-orbital vacancy and bond distance are 
necessaryi to obtain the highest electrochemical performance. The best values correspond to those 
for Pt-Cr. 

IN PEMFCs 
The permeation method used for the determinations of diffusion coefficients and solubilities 

of hydrogen in thin metallic membranes was extended for the determinations of these mass 
transport parameters for the fuel cell reactants in NafionO and in AciplexO-S membranes. In these 
experiments the transient and steady state currents were recorded as functions of the time for the 
oxidation of hydrogen or reduction of oxygen transported through the membranes, when the 
pressures of these gases were either increased or decreased instantaneously. An analysis of these 
measurements yields the diffusion coefficients and solubilities (Table 2). The values of the D are 
higher for the NafionO than for the AciplexB-S membranes. The reverse is the case for the C. 
However, the value of the product DC, the essential parameter governing mass transport rate, is 
higher for the AciplexO-S than for NafionO. 

EXPERIMENTAL AND MODELING ANALYSIS OF MASS TRANSPORT PHENOMENA IN 
PEMFCs 

One of the major challenging problems in PEMFCs is to minimize overpotential losses due 
to mass transport phenomena at the oxygen electrode when using air as the cathodic reactant. 
Experimental studies were conducted in PEMFCs to determine the effect of the type of inert gas 
(He, Ar, N2) and the oxygen content in  the gas mixture on the PEMFC performance. A theoretical 
analysis led to the following conclusions: (i) mass transport overpotentials are less when using 
0 f l e  rather than O D ,  or 0 d A r  gas mixtures: (ii) above 40% 0 2  i n  the gas mixtures, departure 
from linearity of the cell potential (E) vs current density (i) plot occurs at higher current densities; 
(iii) the highcr slope of the linear region in  the E-i plot is due to mass transport in  the 
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electrocatalytic layer, and (iv) the departure from linearity of the E-i plot is due to mass transport in 
the substrate-diffusion layer. 

A second type of mass transport analysis is underway in our laboratories from experimental 
measurements of performance of PEMFCs at different flow rates of the cathodic reactant (9 or 
air). The preIiminary results show that (i) even at high current densities, .there is hardly any 
dependence of performance on flow rate; and (ii) with air, there is a significant flow rate 
dependence at current densities of 300 m A / c d  and higher. The problem with air at 1 atm is that 
when one takes into consideration the vapor pressure of water at about 7BC, the partial pressure 
of oxygen at 1 atm total pressure is only about 0.12 atm. Thus in order to satisfy the oxygen 
requirement at the higher current densities, extremely high flow rates of air are necessary. 
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Table 1. Comparison of Electronic and Geometric Parameters in the 
Electrocatalysis on some Binary Alloys of Pt: In-situ XANES and EXAFS results at 
0.3 V and 0.6 V vs SCE 

(Du)s : Pt dorbital vacancy per atom 
R : Interatomic distance 
N : Co-ordination number around the first co-ordination shell 
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1 

Aciplex-S 
Parameter DxlO6 CO DC.xl06 
T o r  AE* cmzls mM mM.cm2ls 

50°C 0.78 89.4 69.73 

/ 

Nation-117 
DxlO6 Co DCoxl06 
cm2/s mM mM.cm21s 
2.44 10.86 26.50 

Table2. Dependance of Temperature on Transport Parameters in PEMFCs with 
Aciplex@-S and NafionB-117 Membranes. Values of Activation Energy for the 
Diffusion Coefticient are also presented. 

95OC 
85OC* 
AE* 

kcal/mol 

1.87 100.4 187.75 5.88 12.28 72.21 

4.68 5.75 

I I I I I I 

7OoC I 1.33 I 78.3 1 104.14 I 3.91 I 12.13 I 47.43 

3 
DCoxl06 

mM.cm2ls 
11.89 

20.77 

43.39 

Nafion-117 
Dx106 Co DCoxl06 
cm21s mM mM.cm2Is 

1 

. 6.94 1.19 8.26 

8.54 1.81 15.46 

11.50 1.99 22.89 

3.39 

* Nafion-117 

(2) 0 2  

I Parameter M 

S " C *  

kcallmol 3.41 

* Nafion-117 
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Fig 1 Schematic of the pressure vessel housing the electrochemcial cell1 
and the humidification set-up. 
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2 
Current Density, mA/cm 

Fig 2. Effect of Pt loading in the electrode on power vs current density in PEMFC 
(*) 0.090 and (0) 0.145 mg Pt/cm2-CESHR; (v) 0.4 mg Pt/cm* ETEK, Inc.; 5 mg 
Pt/cm2-Johnson & Mathey at 95OC and 5 atm. I 
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